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Abstract — The detailed knowledge of the directional characteristics of the mobile radio channel is required to develop directional channel models and to design efficient smart antenna concepts for future mobile radio systems. In this paper, we present an efficient high-resolution scheme to estimate the dominant wavefronts in terms of their two-dimensional arrival angles (azimuth and elevation) and their corresponding propagation delays. Here, the chip waveform of the sounding sequence and the correlation matrix of the (colored) additive noise are taken into account. To achieve these goals, 3-D Unitary ESPRIT is modified to cope with colored noise and is applied to the measurements of a uniform rectangular array in the space-frequency domain. Automatic pairing of the 3-D estimates is obtained by computing the simultaneous Schur decomposition of three real-valued, non-symmetric matrices. This closed-form procedure neither requires any search nor any other heuristic pairing strategy. Due to the joint estimation of these 3-D parameters, the presented 3-D channel sounder outperforms previously proposed methods. Applications of this algorithm in direct sequence CDMA systems are also discussed briefly.

1. Introduction

Spatio-temporal radio channel measurements that include the dominant directions of arrival (DOAs) and the corresponding propagation delays are desired in a variety of applications like sonar, radar, and cellular communications. They are required to design efficient smart antenna concepts which exploit the inherent spatial diversity of the radio channel to achieve a significant increase of the spectral efficiency. Two-dimensional (2-D) antenna array geometries at the base station of a cellular communication system allow the estimation of azimuth as well as elevation angles of the dominant wavefronts that impinge on the array. Taking the elevation into account facilitates the reduction of the near-far problem in cellular radio systems. This is particularly important for direct sequence CDMA systems.

To circumvent the development and implementation of new hardware for vector channel sounding, measurement concepts based on conventional single channel measurement techniques have been developed. One method relies on angular scanning of the directional electromagnetic wave field by means of a slowly rotating narrow beam receiver antenna. At Siemens, a rotating antenna sounding campaign was carried out in urban, suburban, and rural macro-cellular environments in the Munich area at 1840 MHz [6]. To overcome the angular resolution limit inherent in rotating antenna experiments due to the physical antenna aperture size, a synthetic aperture or virtual array sounding may be used. Measurement concepts using 2-D array sounding algorithms were proposed in [1, 2, 10]. They are based on virtual arrays to increase the antenna aperture and estimate the azimuth angles along with the corresponding propagation delays of the dominant wavefronts. Reference [1] describes a computationally rather demanding maximum likelihood approach, whereas efficient subspace approaches based on 2-D Unitary ESPRIT are presented in [2, 10]. The 2-D channel sounder described in [10] provides automatically paired azimuth and propagation delay estimates of the dominant multipath components. It has already been employed successfully in several field experiments conducted by Deutsche Telekom. In [2], the authors describe wideband direction-selective downlink sounding results achieved by adopting a 2-D virtual array concept for mobile reception at different mobile positions. In several field experiments conducted by France Telecom in Paris, France, this algorithm has been employed successfully. Here, high-resolution estimates of the 2-D directions of arrival (azimuth and elevation) of the dominant propagation paths were determined by solving the two-dimensional harmonic retrieval problem for each estimated impulse response tap delay separately.

The wideband high-resolution 3-D channel sounding algorithm proposed in this paper may also be used for such virtual array sounding applications. Alternatively, it can be applied to the noise-corrupted measurements of a physical 2-D antenna array. This new joint 3-D channel sounding scheme outperforms the algorithms of [1, 2, 10] in several areas. In [2], the channel impulse response is estimated for each sensor separately. Then the two-dimensional DOAs are estimated for each delay tap independently. This causes a degradation of the temporal resolution due to the rather coarse spacing of the taps. Therefore, we apply 3-D Unitary ESPRIT to the measurements of a uniform rectangular array in the frequency domain and jointly estimate the 2-D arrival angles along with the corresponding propagation delays of the dominant multipath components. As in the 1-D case [4], the algorithm is formulated in terms of real-valued computations throughout. Automatic pairing of the 3-D estimates is achieved by computing the simultaneous Schur decomposition of three real-valued, non-symmetric matrices. This closed-form procedure neither requires any search nor any other heuristic pairing strategy [3, 5]. By jointly estimating the two-dimensional arrival angles and the corresponding propagation delays, the proposed 3-D channel sounder is able to resolve more dominant wavefronts than there are antenna elements. Moreover, it avoids difficulties in cases where two or more wavefronts have equal arrival angles or delays. In [5], it has been shown that the performance of 3-D Unitary ESPRIT is very close to the Cramér-Rao lower bound. Finally, the (complex) amplitudes of the dominant multipath components are estimated in the space-time domain by taking the estimated 2-D arrival angles and the estimated delays into account. This improves the estimation accuracy of the amplitudes as well.

2. 3-D Channel Sounding

2.1. 3-D Data Model

To measure the propagation characteristics of the radio channel, assume that the transmitter emits a sounding signal $s(t)$ consisting of a repeatedly transmitted (spreading) sequence $w(t)$, where

$$s(t) = \sum_{n=-\infty}^{\infty} w(t-nT) \quad \text{and} \quad w(t) = \sum_{m=1}^{N_c} d_m p(t-mT_c).$$

The spreading sequence $w(t)$ is composed of $N_c$ (complex) chips $d_m$, $1 \leq m \leq N_c$, weighted by the chip waveform $p(t) \in \mathbb{R}$. If the chips are of duration $T_c$, the spreading sequence $w(t)$ is of length $T = N_cT_c$. Moreover, we define another sequence $b_m$ of length $N_c$ such
that the sequences \(d_m\) and \(b_m\) satisfy the following cross-correlation properties

\[
    r_{db}(m) = \sum_{n=0}^{N_s-1} d_{(n+m) \mod N_s} b_{\mod N_s} = \begin{cases} N_c + 1, & \text{if } m = l \cdot N_c \text{ and } l \in \mathbb{Z} \\ 0, & \text{otherwise} \end{cases}
\]

where the overbar denotes complex conjugation. Several choices for the sequences \(d_m\) and \(b_m\) are discussed in [9].

The mobile sounding unit is assumed to be in the far field of the antenna array so that the impinging wavefronts are approximately planar. For simplicity, we assume that a uniform rectangular array (URA) of omnidirectional sensors is located at the receiver. Extensions to other 2-D centrosymmetric array geometries with a dual invariance structure and arbitrary (but identical) sensor characteristics are straightforward [3]. Assume that the URA contains \(M_s\) sensors in \(x\)-direction and \(M_s\) sensors in \(y\)-direction such that the noise-corrupted array measurements at time \(t\) are contained in the matrix \(\mathcal{X}_{2D}(t)\), which is of size \(M_s \times M_s\). Due to multipath propagation, \(d\) narrowband planar wavefronts of wavelength \(\lambda\), azimuth \(\phi_i\), elevation \(\theta_i\), and complex amplitude \(\xi_i\), \(1 \leq i \leq d\), are impinging on the URA. Hence, the noise-corrupted measurements \(x(t) = \text{vec}(\mathcal{X}_{2D}(t))\) may be modeled as

\[
x(t) = \sum_{i=1}^{d} \xi_i \cdot a(\mu_1^{(1)}, \mu_1^{(2)}) \cdot s(t - \tau_i) + n(t)
\]

where the 2-D array steering matrix

\[
A_{2D} = \left[ a(\mu_1^{(1)}, \mu_1^{(2)}) \ a(\mu_1^{(2)}, \mu_1^{(2)}) \ \ldots \ a(\mu_d^{(1)}, \mu_d^{(2)}) \right]
\]

contains the 2-D directional information. Here, \(\text{vec}(A)\) denotes a vector-value function that maps an \(m \times n\) matrix \(A\) into an \(mn\)-dimensional column vector by stacking the columns of the matrix. The spatial frequencies in \(x\)-direction \(\mu_1 = (2\pi/\lambda)\Delta_x u_i\) and the spatial frequencies in \(y\)-direction \(\mu_2 = (2\pi/\lambda)\Delta_y v_i\) are scaled versions of the corresponding direction cosines \(u_i = \cos \phi_i \sin \theta_i\) and \(v_i = \sin \phi_i \sin \theta_i\) of the \(i\)th source relative to the \(x\)- and \(y\)-axes, \(1 \leq i \leq d\), as illustrated in Figure 1. Moreover, \(\Delta_x\) and \(\Delta_y\) are the distances between the sensors in \(x\)- and \(y\)-direction. Note that the 2-D array steering vectors can be written as Kronecker products of 1-D Vandermonde vectors,

\[
a(\mu_1^{(1)}, \mu_1^{(2)}) = a(\mu_1^{(2)}) \otimes a(\mu_1^{(1)}), \quad \text{where}
\]

\[
a(\mu_1^{(r)}) = \begin{bmatrix} 1 & e^{i\mu_1^{(r)}} & \ldots & e^{i(M_s-1)\mu_1^{(r)}} \end{bmatrix}^T,
\]

\(r = 1, 2\), Furthermore, \(\Xi = \text{diag}(\xi_1^{(i)})_{i=1}^{d}\) is a diagonal matrix containing the amplitudes and phase shifts \(\xi_i\) of the \(d\) multipath components. Corresponding to the \(d\) spatial frequency pairs \(\mu_1^{(1)}\) and \(\mu_1^{(2)}\), the vector

\[
s(t) = \begin{bmatrix} s(t - \tau_1) \ s(t - \tau_2) \ \ldots \ s(t - \tau_d) \end{bmatrix}^T
\]

contains \(d\) delayed versions of the sounding signal \(s(t)\). Here, \(\tau_i\) denotes the unknown propagation delay of the \(i\)th propagation path. Recall that the proposed 3-D channel sounder jointly estimates the 3-D parameters of the dominant wavefronts, i.e., their 2-D spatial frequencies \(\mu_1^{(1)}\) and \(\mu_1^{(2)}\), as well as their propagation delays \(\tau_i\).

### 2.2. Generation of the Temporal Invariance Structure

Let \(r_{pp}(\tau) = \mathbb{E}\{p(t + \tau)p(t)\}\) be the autocorrelation function of the chip waveform \(p(t)\) such that the cross-correlation function of the periodic sounding signal \(s(t)\) defined in (1) with the correlator sequence \(c(t) = \sum_{m=1}^{N_s} b_m p(t - mT_c)\), is a periodic repetition of \(r_{pp}(\tau)\) with period \(T = N_c T_c = \frac{2\pi}{\omega_0}\) according to

\[
r_{pp}(\tau) = \mathbb{E}\{s(t + \tau)c(t)\} = (N_c + 1) \sum_{n=-\infty}^{\infty} r_{pp}(\tau - nT).
\]

Its Fourier series will be denoted as

\[
R_{pp}(\omega) = \frac{\omega_0}{2\pi} \int_{-\pi/\omega_0}^{\pi/\omega_0} r_{pp}(\tau)e^{-j\omega\tau}\ d\tau.
\]

Then it is well known that the Fourier series of \(R_{pp}(\tau)\) is given by \(e^{-j\omega_0\tau_1} R_{pp}(\omega) = e^{-j\omega_0\tau_2} R_{pp}(\omega)\), where \(\mu_1^{(3)} = -2\pi\tau_1/T\) and the propagation delay \(\tau_1 < T\). If \(r_{pp}(\tau)\) and \(r_{pp}(\tau - \tau_1)\) are sampled above Nyquist rate, this property still holds for the DFTs of the resulting sequences.

Assume that the array measurements \(x(t)\) are sampled at rate \(f_s = \frac{M_s^2}{2\pi}\), where the number of samples per chip \(M_s\) is an integer. If one samples above Nyquist rate, the correlator (5) can also be realized in the discrete time domain. Using \(M_c\) samples of the correlator output, we perform an \((N_c M_c)\)-point DFT for each antenna as illustrated in Figure 2. Note that only the spectral lines that correspond to the \(M_s\) largest values of \(R_{pp}(\omega)\) are computed. Thereby, the influence of the additive noise and the computational complexity can be reduced significantly. Let each row of \(\mathcal{X}_{\text{cor}}(n) \in \mathbb{C}^{(M_s M_s) \times (N_c M_c)}\) contain \(M_c\) samples of the output of the corresponding antenna after the correlator. The transformation of the space-time channel model to a space-frequency channel model is achieved by post-multiplying \(\mathcal{X}_{\text{cor}}(n)\) by the \((N_c M_c) \times M_s\) DFT matrix \(W\) such that \(\mathcal{X}(n) = \mathcal{X}_{\text{cor}}(n) W\). It is well known that each column of \(W\) is of the form

\[
w_t = \begin{bmatrix} 1 & e^{-j\omega_0} & e^{-j2\omega_0} & \ldots & e^{-j(M_s-1)\omega_0} \end{bmatrix}^T.
\]

Here, the columns of \(W\) compute \(M_s \leq (N_c M_c)\) spectral lines centered at DC according to

\[
W = \begin{bmatrix} w_{N_c M_c - (M_s - 1)/2} & \ldots & w_0 & \ldots & w_{(M_s - 1)/2} \end{bmatrix},
\]

where we have invoked the wrap-around property of the DFT matrix. The construction of the space-frequency data matrix \(\mathcal{X}(n)\) is also illustrated in Figure 2. Due to the described Fourier properties and the
Figure 2: Generation of the 3-D invariance structure using a uniform rectangular array of size $M_1 \times M_2 = 2 \times 2$. Here, $M_2 \leq N$, i.e., wideband correlator with $N$ samples is calculated in the frequency domain. Then 3-D Unitary ESPRIT in element space or DFT beamspace is applied to the results obtained from $N$ periods of the spreading sequence $\chi(n)$, $1 \leq n \leq N$. Alternatively, a sliding window can be used as well.

The data model in (2), $\mathcal{X}(n)$ can be expressed as

$$\mathcal{X}(n) = \sum_{i=1}^{d} \xi_i \cdot a(\mu_i^{(1)}), \mu_i^{(2)}, \mu_i^{(3)})^T \Lambda + \mathcal{N}(n),$$

where $\mathcal{N}(t)$ contains the additive noise in the space-frequency domain, the Vandermonde vector $a(\mu_i^{(3)})$ is defined in (3), and

$$\Lambda = \text{diag}(R_{\text{wc}}(n))^{(M_3-1)/2} \cdot \text{diag}(R_{\text{wc}}(n))^{-(M_3-1)/2}.$$

Apart from this diagonal matrix $\Lambda$, $\mathcal{X}(n)$ may be interpreted as a single snapshot of a (virtual) uniform cube array of the size $M_1 \times M_2 \times M_3$ corresponding to the $n$th repetition of the spreading sequence in (1). Assuming that the channel is time-invariant during $N$ periods of the spreading sequence $w(t)$, we, therefore, define the matrix

$$X = \begin{bmatrix}
\text{vec}(\mathcal{X}(1)\Lambda^{-1}) & \text{vec}(\mathcal{X}(2)\Lambda^{-1}) & \cdots & \text{vec}(\mathcal{X}(N)\Lambda^{-1})
\end{bmatrix},$$

which is of size $M \times N$, where $M = (M_1 M_2 M_3)$. If desired, 3-D space-frequency smoothing (using subarrays of size $M_{\text{sub}1} \times M_{\text{sub}2} \times M_{\text{sub}3}$) can be applied to $X$ as explained in [5].

### 2.3. 3-D Unitary ESPRIT with Colored Noise

It is the goal of the described 3-D channel sounder to provide high-resolution estimates of the $d$ three-dimensional frequency triplets $\mu_i^{(1)}$, $\mu_i^{(2)}$, and $\mu_i^{(3)}$. A very simple and efficient solution is provided by 3-D Unitary ESPRIT. If we assume ergodicity, the space-frequency covariance matrix may be estimated as $R_{xx} = \frac{1}{N} \cdot XX^H$. Moreover, the corresponding noise covariance matrix

$$\mathcal{R}_{nn} = \text{vec}(\mathcal{N}(n)\Lambda^{-1}) \cdot \text{vec}(\mathcal{N}(n)\Lambda^{-1})^H,$$

(7)

can be obtained in a similar fashion. In the sequel, 3-D Unitary ESPRIT as presented in [3, 5] is modified slightly to take into account a noise correlation matrix $\mathcal{R}_{nn}$ that is not necessarily equal to the scaled identity matrix, i.e., colored noise. To this end, we define left $\Pi$-real matrices $Q \in \mathbb{C}^{d \times M}$ satisfying $\Pi_M Q = Q$. For any positive integer $M_1 M_2$ denotes the identity matrix of size $M \times M$ and $\Pi_M$ the $M \times M$ exchange matrix with ones on its antidiagonal and zeros elsewhere. The sparse unitary matrix

$$Q_{2q+1} = \frac{1}{\sqrt{2}} \begin{bmatrix}
I_q & 0 & j I_q \\
0 & \sqrt{2} \Pi_q & 0 \\
0 & 0 & -j \Pi_q
\end{bmatrix},$$

(8)

for example, is left $\Pi$-real of odd order. A unitary left $\Pi$-real matrix of size $2q \times 2q$ is obtained from (8) by dropping its center row and center column. More left $\Pi$-real matrices can be constructed by post-multplying a left $\Pi$-real matrix $Q$ by an arbitrary real matrix $R$, i.e., every matrix $QR$ is left $\Pi$-real.

In the first step of Unitary ESPRIT, forward-backward averaging is achieved by transforming the covariance matrices $R_{xx}$ and $R_{nn}$ to real matrices according to

$$G_{xx} = \text{Re} \left\{ Q_M^H R_{xx} Q_M \right\} \quad \text{and} \quad G_{nn} = \text{Re} \left\{ Q_M^H R_{nn} Q_M \right\},$$

where $Q_M$ denotes an arbitrary left $\Pi$-real matrix that is also unitary. Then a basis of the estimated signal subspace $E_r$ is determined through a real-valued generalized eigendecomposition

$$G_{xx} E_r = G_{nn} E_r \Sigma \quad \text{with} \quad \Sigma = \text{diag}(\sigma_r),$$

(9)

where the $d$ dominant generalized eigenvectors of the matrix pair $G_{xx}$ and $G_{nn}$ form the columns of $E_r$. Using the real-valued signal subspace estimate $E_r$, three real-valued invariance equations are formed,

$$K_{(r)} G_{nn} E_r \Sigma \approx K_{(r)} Q_M^H R_{xx} Q_M,$$

(10)

$r = 1, 2, 3$, where the three corresponding pairs of selection matrices $K_{(r)}$ and $K_{(r)}$ are constructed as described in [3, 5]. The three invariance equations (10) may be solved independently via least squares (LS), total least squares (TLS), or structured least squares (SLS) or jointly via a three-dimensional extension of SLS (3-D SLS), yielding three real-valued matrices $Y_r \in \mathbb{R}^{d \times d}$, $r = 1, 2, 3$. Note that these matrices are not necessarily symmetric.

In the noiseless case or with an infinite number of sequences $N$, the three solutions $Y_r$ of (10) have real-valued eigenvalues and share the same set of real-valued eigenvectors. More specifically, they admit the following eigendecompositions

$$Y_r = \Omega_r \Sigma_r \Omega_r^{-1} \quad \text{with} \quad \Omega_r = \text{diag} \left\{ \tan \left( \frac{\mu_i^{(r)}}{2} \right) \right\},$$

(11)

$r = 1, 2, 3$. Notice first that all the matrices in (11) are real-valued. Secondly, the eigenvalues of $Y_r$, i.e., the diagonal elements of $\Omega_r$, contain the desired frequency information. Thirdly, if the matrix of eigenvectors $T \in \mathbb{R}^{d \times d}$ in the spectral decomposition of $Y_r$, is the same for all $r$, the diagonal elements of the matrices $\Omega_r$, and, therefore, also the desired frequencies are automatically paired.

In practice, though, only a finite number of noise-corrupted sounding sequences is available. Therefore, the three matrices $Y_r$ do not exactly share the same set of eigenvectors. To determine an approximation of the set of common eigenvectors only from one of the $Y_r$, is, obviously, not the best solution, since this strategy would rely on an arbitrary choice and would also discard information contained in the other two matrices. Thus, from a statistical point of view, it is desirable, for the sake of accuracy and robustness, to compute the "average eigenstructure" of these matrices. To this end, we use a Jacobi-type method to calculate a simultaneous Schur decomposition of several matrices. The Jacobi type method calculates the orthogonal matrix $\Theta$ such that the $R$ matrices

$$U_r = \Theta^T Y_r \Theta, \quad 1 \leq r \leq R,$$
are approximately upper triangular in a least squares sense. The diagonal elements of $U_r$ are denoted as $u_{ii}^{(r)}$, $1 \leq i \leq d$. Then automatically paired frequency estimates are obtained as

$$\mu_{i}^{(r)} = 2 \arctan \left( u_{ii}^{(r)} \right), \quad 1 \leq i \leq d, \quad 1 \leq r \leq R.$$ 

Further details are found in [3, 5].

2.4. Estimation of the Amplitudes

If the array geometry is known and the array is calibrated, the 2-D steering matrix $A_{2D}$ is completely specified by the estimated spatial frequencies $\mu_{k}^{(1)}$ and $\mu_{k}^{(2)}$. Fast fading influences the amplitudes over short intervals, whereas DOAs and delays remain constant over longer periods. We, therefore, estimate the amplitudes over $Q$ sequences, where $Q$ might be significantly smaller than $N$. To this end, let us collect $Q N_{e}M_{e}$ samples of $x(t)$ as defined in (2). Then the resulting matrix $X_Q \in C^{(M_{1}M_{2}) \times (Q N_{e}M_{e})}$ may be expressed as

$$X_Q = A_{2D} \cdot E \cdot S + N_Q.$$  

Hence, the linear minimum variance unbiased estimate of the amplitudes $\xi = [\xi_1, \xi_2, \ldots, \xi_d]^T$ is given by

$$\xi = \left( B^H R_{NN}^{-1} B \right)^{-1} B^H R_{NN}^{-1} \cdot \vec{X}_Q,$$

where $R_{NN} = E \{ \vec{X}_Q \vec{X}_Q^H \}$, $B = S^T \circ A_{2D}$, and the Khatri-Rao product $\circ$ denotes the columnwise Kronecker product.

3. Simulations

In the simulations, we have used a chip waveform with a square-root raised cosine spectrum and a rolloff factor of $\beta = 0.22$.

First, a URA of size $M_1 \times M_2 = 2 \times 2$ with $\Delta_x = \Delta_y = 0.45\lambda$ was employed. Two wavefronts ($\phi_1 = 10^\circ, \theta_1 = 0^\circ, \tau_1 = 5 \cdot T_c$, and $\phi_2 = 30^\circ, \theta_2 = 0^\circ, \tau_2 = 5.5 \cdot T_c$) with equal power were impinging on the array. The RMS error of the estimated spatial frequencies (averaged over both wavefronts) was used to compare the performance of the proposed channel sounder based on 3-D Unitary ESPRIT with a channel sounder based on 2-D Unitary ESPRIT as described in [2]. Figure 3 depicts the results as a function of the SNR averaged over 500 trials for different values of the spreading sequence length $N_e$, the oversampling factor $M_e$, and the number of spreading sequences $N$ used for the joint parameter estimation. Here, the circles ($\circ$) denote joint 2-D estimation of the spatial frequencies via 2-D Unitary ESPRIT, whereas the crosses ($\times$) denote joint 3-D estimation of the spatial and temporal frequencies via 3-D Unitary ESPRIT ($M_1 \times M_2 = 2 \times 2, M_0(N_e = 15) = 11, M_0(N_e = 63) = 51, \Delta_x = \Delta_y = 0.45\lambda, M_{sub1} = M_{sub2} = 2, M_{sub3} = 3$).

**Figure 4:** Raster map of downtown Munich showing the location of the base station (Tx) and a route containing 1050 measurement points (6 13.5 km).

Using slight modifications, the described 3-D high-resolution procedure may also be used on the uplink of a direct sequence CDMA system to determine the 3-D parameters of the mobile radio channel between the desired user and the base station in an efficient fashion. To this end, estimates of the space-frequency correlation matrix of the desired and the interfering user ($R_{xx}$) and the space-frequency correlation matrix of the interfering users alone ($R_{mm}$) should be obtained.
Figure 5: Power of the impinging wavefronts as a function of the 2-D arrival angles (direction cosines) and the corresponding propagation delays from sounding position 846 in the $u-v$ plane (on the left side) and in the azimuth-delay ($\phi-\tau$) plane (on the right side). The 3-D plots on the top show the power of the impinging wavefronts as predicted via ray tracing, whereas the bottom row visualizes the 3-D estimates obtained by applying the proposed 3-D channel sounder (simulation parameters: $M_1 \times M_2 = 5 \times 5$, $\Delta_x = \Delta_y = 0.45 \lambda$, $M_c = 10$, $N_c = 31$, $N = 24$, $M_{sub_1} = M_{sub_2} = 5$, $M_{sub} = 10$, $T_c = 0.71 \mu s$, $f_c = 1 \text{GHz}$, $N = 500$, $Q = 10$, SNR = 20 dB). Clearly, the dominant 2-D arrival angles, the corresponding propagation delays, and the corresponding amplitudes are estimated correctly.

as specified in [12]. Then 3-D Unitary ESPRIT can be used to estimate the 2-D arrival angles and the corresponding propagation delays of the dominant wavefronts of the desired user as explained in Subsection 2.3. In an FDD system, the estimated 2-D arrival angles of the desired user should, subsequently, be used for efficient downlink beamforming.

Concluding Remarks

We have presented an efficient high-resolution channel sounder that jointly estimates the 2-D arrival angles and the corresponding propagation delays via a closed-form procedure based on the element space version of 3-D Unitary ESPRIT. The simulation results for the synthetic and especially for the realistic scenarios (that are based on parameters generated by a ray tracing tool) illustrate the excellent performance of the presented 3-D channel sounding scheme.

If one desires to operate in a lower dimensional beamspace to focus on a particular (space-frequency) sector of interest, the proposed 3-D channel sounder can also operate with the DFT beamspace version of 3-D Unitary ESPRIT [3] instead of the element space version described in this paper.
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