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Abstract—In cellular mobile radio systems, the directional inhomogeneity of the mobile radio channel can be exploited by smart antennas to increase the spectral efficiency. In this paper, a novel smart antenna concept applying receiver antenna diversity at the uplink receiver is investigated for a time-slotted code-division multiple-access (CDMA) mobile radio air interface termed time-division CDMA (TD-CDMA), which has been selected by the European Telecommunications Standards Institute (ETSI) in January 1998 to form part of the Universal Mobile Telecommunications System (UMTS) air interface standard. First, a combined direction-of-arrival (DOA) and joint channel estimation scheme is presented, which is based on DOA estimation using the Unitary ESPRIT algorithm and maximum likelihood estimation of the channel impulse responses associated with the estimated DOA’s, which can also be used as an input for advanced mobile positioning schemes in UMTS. The performance of the combined DOA and joint channel estimation is compared with the conventional channel estimation through simulations in rural and urban propagation environments. Moreover, a novel joint data detection scheme is considered, which explicitly takes into account the signal DOA’s and the associated channel impulse responses. The link level performance of a TD-CDMA mobile radio system using these novel schemes is evaluated by Monte Carlo simulations of data transmission, and average bit error rates (BER’s) are determined for rural and urban propagation environments. The simulation results indicate that, depending on the propagation environment, the exploitation of the knowledge of the directional inhomogeneity of the mobile radio channel can lead to considerable system performance enhancements.
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I. INTRODUCTION

At present, smart antenna concepts applicable at the base stations (BS’s) of cellular mobile radio systems are the subject of worldwide research activities [1]–[5]. Taking advantage of the directional inhomogeneity of the mobile radio channel [2], [5], the application of smart antennas is expected to allow an increase of the admissible number of users and a decrease of both the cluster order and the transmission powers. Smart antennas consist of an antenna array and means for processing the output signals of the array elements. Among various smart antenna concepts, receiver antenna diversity techniques are especially attractive because only the signal processing at the receiver has to be adapted, whereas the transmission scheme can remain unchanged [3], [6]. In this paper, a smart antenna concept based on a combined direction-of-arrival (DOA) and joint channel estimation scheme is investigated for a time-slotted code-division multiple-access (CDMA) mobile radio system applying joint data detection at the uplink receiver [7], [8]. It is noted that a similar technique for jointly estimating the DOA’s and path delays for single-user time-division multiple-access (TDMA) is proposed in [9]–[11]. In the present work, it is assumed that the channel impulse response associated with a certain DOA can have a large delay spread. In order to estimate these channels, the channel impulse responses for the links between the transmitters and each of the array elements are estimated in a first step, as it is done in [6]. In a second step, DOA’s of waves carrying signals transmitted by the users assigned to the considered BS are estimated based on said channel impulse response estimates. The information about the DOA’s of the impinging wavefronts can be exploited in order to estimate the channels associated with the different DOA’s. Thus, this novel approach provides an enhanced channel estimation, which improves the channel impulse response estimates determined in the first step. In this way, the directional inhomogeneity of the mobile radio channel is exploited, since the actual channel impulse responses are estimated and not the links between every user and each array element, as it is done in [6]. Furthermore, a novel joint data detection scheme will be presented, which is based on the above-mentioned improved channel impulse response estimates and their corresponding DOA’s. This technique can be considered as an extension of the zero forcing block linear equalizer (ZF-BLE) [6], [8].

The considered time-slotted CDMA mobile radio mobile air interface—selected by the European Telecommunications Standards Institute (ETSI) to form part of the Universal Mobile Telecommunications System (UMTS) air interface standard—is termed time division CDMA (TD-CDMA) and is based on an F/TDMA scheme which is extended by a supplementary CDMA component [8], [13]. In the same frequency band and time slot, K
Fig. 1. Frame and burst structure for the considered TD-CDMA mobile radio system [8], [13].

mobile users are active, each using a user specific spreading code, which allows signal separation at the receiver. The frame structure of this time-slotted CDMA concept is illustrated in Fig. 1, where $B$, $T_f$, $N_f$, $T_b$, and $K$ denote the bandwidth of a frequency band, the duration of a TDMA frame, the number of bursts per TDMA frame, the burst duration, and the number of users per frequency band and time slot, respectively. A burst consists of two data blocks separated by a user specific midamble, which is used for a combined DOA and joint channel estimation, and a guard interval [see Fig. 1]. The adopted frame and burst structure are similar to that used in GSM and thus beneficially facilitates backward compatibility with this de facto world standard as well as with the adoption of a GSM-based multiple-access scheme.

The paper is organized as follows. In Section II, the system model for the channel estimation process is described when multiantenna array configurations are employed at the uplink receiver. Section III deals with the noise correlation properties, which can be exploited for enhancing the channel estimation and the joint data detection. In Section IV, the combined DOA and joint channel estimation is described. Based on a new mathematical representation of the joint data detection problem, the system model and a novel joint data detection technique, taking into account the estimated DOA's and the associated channel impulse responses, are presented in Section V. Simulation results are presented and discussed in Section VI. Section VII summarizes the basic results and concludes the paper.

In the present paper, complex quantities are underlined, and vectors and matrices are in bold face. Furthermore, the symbols $(\cdot)^*$, $(\cdot)^T$, and $E\{\cdot\}$ designate the complex conjugation, transposition, and expectation, respectively.

II. SYSTEM MODEL FOR THE CHANNEL ESTIMATION

In the following, a time discrete system model for the purpose of the channel estimation in the equivalent low-pass domain is considered. It is assumed that burst synchronization is achieved by using particular access and synchronization bursts as it is, e.g., the case in GSM [14]. Multiantenna array configurations are assumed to be used at the receiver. The following numbering scheme is adopted:

- $K$: total number of users active in the same frequency band and time slot;
- $k$: consecutive user number;
- $K_d$: total number of DOA's of signals from transmitter $k$;
- $d$: consecutive number of DOA of signals from transmitter $k$;
- $K_a$: total number of array elements;
- $a$: consecutive number of array element;
- $K_i$: total number of interfering signals;
- $i$: consecutive number of interfering signal.

The definition of further quantities is illustrated in Fig. 2. The $k$th DOA of a signal coming from transmitter $k$ is denoted by $\gamma(k)$ and the DOA of the $k_i$th interfering signal is denoted by $\gamma_i(k)$. The $k_a$th array element has a distance of $l(k_a)$ to an assumed reference point (RP) and the angle spanned by the reference line and the line connecting the referred array element with the RP is termed $\phi(k_a)$.

For each DOA of a desired signal one channel impulse response can be defined which could be observed by an omnidirectional antenna located at the RP [3], [15]. The channel impulse response vector for the $k_d$th DOA of the $k$th user will be...
denoted as $\mathbf{h}^{(k)}_{d}$ and has length $W$ [16], which can incorporate large delay spreads. The subscript $d$ indicates that we refer to channels that depend on the DOA’s of each user. We will refer to these channels as the directional ones, in order to distinguish from the channels that are not connected with DOA’s (see also [3]). With the user specific $W \times K^{(k)}_{d}$ matrices

$$
\mathbf{H}^{(k)}_{d} = \begin{bmatrix} \mathbf{h}^{(k)1}_{d} & \mathbf{h}^{(k)2}_{d} & \cdots & \mathbf{h}^{(k)K^{(k)}_{d}}_{d} \end{bmatrix}, \quad k = 1 \cdots K
$$

(1)

the directional channel impulse response vectors from all users can be combined to the $W \times K^{(k)}_{d}$ matrix

$$
\mathbf{H}_{d} = \begin{bmatrix} \mathbf{H}^{(1)}_{d} & \mathbf{H}^{(2)}_{d} & \cdots & \mathbf{H}^{(K)}_{d} \end{bmatrix}
$$

(2)

where

$$
K^{(k)}_{d} = \sum_{k=1}^{K} K^{(k)}_{d},
$$

(3)

Accordingly, the channel impulse response vectors corresponding to the links between the $k$th user and every array element $k_{a}, k_{a} = 1 \cdots K_{a}$, are combined to the $W \times K^{(k)}_{a}$ matrix

$$
\mathbf{H}^{(k)} = \begin{bmatrix} \mathbf{h}^{(k)1} & \mathbf{h}^{(k)2} & \cdots & \mathbf{h}^{(k)K^{(k)}_{a}} \end{bmatrix}
$$

(4)

and the channel impulse responses from all users are then arranged to the $K W \times K^{(k)}_{a}$ matrix

$$
\mathbf{H} = \begin{bmatrix} \mathbf{H}^{(1)T} & \mathbf{H}^{(2)T} & \cdots & \mathbf{H}^{(K^{(k)}_{a})T} \end{bmatrix}^{T}.
$$

(5)

The signals are assumed to be narrowband, i.e., their amplitudes and phases vary slowly with respect to the propagation time across the array. Then, the propagation delay can be modeled by multiplying the signal complex envelope by a complex exponential [17], the phase factor $e^{j\omega(k(k_{a},k_{d}))}$, where

$$
\psi(k_{a}, k_{d}) = 2\pi \frac{j(k_{a})}{\lambda} \cos \left( \frac{j(k_{a}) - \omega(k_{a})}{\lambda} \right)
$$

(6)

$k = 1 \cdots K_{a}, k_{a} = 1 \cdots K_{a}$, and $k_{d} = 1 \cdots K^{(k)}_{d}$ are the spatial frequencies with respect to the RP and $\lambda$ denotes the carrier wavelength. In this case, the channel impulse response vector $\mathbf{h}^{(k_{a},k_{d})}$ is related to the directional channel impulse responses $\mathbf{h}^{(k_{a})}_{d}, k_{d} = 1 \cdots K^{(k)}_{d}$, corresponding to the different DOA’s of the $k$th user by

$$
\mathbf{h}^{(k_{a},k_{d})} = \sum_{k_{d}=1}^{K^{(k_{a})}} e^{j\psi(k_{a}, k_{d})} \cdot \mathbf{h}^{(k_{d})}_{d}.
$$

(7)

With

$$
\mathbf{A}^{(k)} = \begin{bmatrix} \mathbf{a}^{(k_{a})1} & \mathbf{a}^{(k_{a})2} & \cdots & \mathbf{a}^{(k_{a},K^{(k_{a})}_{a})} \end{bmatrix}, \quad k = 1 \cdots K
$$

(8)

the $K_{a} \times K^{(k)}_{d}$ user specific steering matrix [17], [18] and (7), the relation between the combined channel impulse responses for the $k$th user contained in the matrix $\mathbf{H}^{(k)}_{d}$ [see (1)] is given by

$$
\mathbf{H}^{(k)} = \sum_{k_{a}=1}^{K} \mathbf{h}^{(k_{a},k_{d})} \mathbf{a}^{(k_{a})} \mathbf{a}^{(k_{a})T} = \mathbf{H}^{(k)}_{d} \mathbf{A}^{(k)} \mathbf{A}^{(k)T}.
$$

(9)

Let now $\mathbf{G}^{(k)}$, $k = 1 \cdots K$, be the $L \times W$ Toeplitz matrix of the midamble training sequence for the $k$th user [16]. Here, $L$ is the number of the samples of the received signal that depend exclusively on the midamble training sequence and not on the transmitted data [16]. The matrix $\mathbf{G}$ of the user specific midamble training sequences, known at the receiver, which will be used for the process of the joint channel estimation, is given by [16]

$$
\mathbf{G} = \begin{bmatrix} \mathbf{G}^{(1)} & \mathbf{G}^{(2)} & \cdots & \mathbf{G}^{(K)} \end{bmatrix}.
$$

(10)

The part of the received signal for each array element which depends exclusively on the midamble training sequences is denoted by $\mathbf{e}^{(k_{a})}_{m}$, $k_{a} = 1 \cdots K_{a}$, and these $K_{a}$ vectors are arranged columnwise in the $L \times K_{a}$ matrix $\mathbf{E}_{m}$. If we further admit additive noise $\mathbf{n}^{(k_{a})}_{m}$, $k_{a} = 1 \cdots K_{a}$, at each array element and arrange the $K_{a}$ noise vectors in the $L \times K_{a}$ matrix $\mathbf{N}_{m}$, the following equation relates the received signals at the $K_{a}$ array elements, which depend exclusively on the midamble training sequences, to the channel impulse responses from all $K$ users:

$$
\mathbf{E}_{m} = \mathbf{G} \cdot \mathbf{H} + \mathbf{N}_{m}.
$$

(11)

Furthermore, inserting (5), (9), and (10) into (11) yields

$$
\mathbf{E}_{m} = \begin{bmatrix} \mathbf{G}^{(1)} & \mathbf{G}^{(2)} & \cdots & \mathbf{G}^{(K)} \end{bmatrix}
$$

$$
\cdot \begin{bmatrix} \mathbf{A}^{(1)} \mathbf{H}^{(1)T} & \mathbf{A}^{(2)} \mathbf{H}^{(2)T} & \cdots & \mathbf{A}^{(K)} \mathbf{H}^{(K)T} \end{bmatrix}^{T} + \mathbf{N}_{m}
$$

$$
= \sum_{k=1}^{K} \mathbf{G}^{(k)} \mathbf{H}^{(k)T} \mathbf{A}^{(k)T} + \mathbf{N}_{m}.
$$

(12)

Moreover, we define

$$
\mathbf{e}_{m} = \vec{\mathbf{E}}_{m}
$$

(13)

$$
\mathbf{h} = \vec{\mathbf{H}}
$$

(14)

$$
\mathbf{n}_{m} = \vec{\mathbf{N}}_{m}
$$

(16)

where the $\vec{\cdot}$-operator denotes a vector-valued function that maps an $m \times n$ matrix into an $mn$-dimensional column vector by stacking the columns of the matrix [19]. According to these definitions, by using the property which combines the Kronecker
product with the \( \text{vec}\{\cdot\} \)-operator \([19]\), (11) and (12) can be written, respectively, in the following simple forms:

\[
e_m = (I^{(K_a)} \otimes G) \cdot h + n_m \tag{17}
\]

\[
e_m = G_d h_d + n_m \tag{18}
\]

where the symbol \( \otimes \) denotes the Kronecker product, \( I^{(K_a)} \) is the \( K_a \times K_a \) identity matrix, and

\[
G_d = \begin{bmatrix}
A^{(1)} \otimes G^{(1)}, A^{(2)} \otimes G^{(2)}, \ldots, A^{(K)} \otimes G^{(K)}
\end{bmatrix} \tag{19}
\]

[see also (8) and (10)]. The representations (17) and (18) of the combined received signal at all \( K_a \) array elements that depends exclusively on the midamble training sequences will be used for the combined DOA and joint channel estimation to be presented in Section IV. Before this, the correlation properties of the interfering signals in the case of multiantenna arrays will be discussed.

### III. Correlation Properties of the Noise

In digital cellular mobile radio systems, the reliability and the transmission quality is determined by the multiple-access interference. Therefore, digital cellular mobile radio systems are often characterized as interference limited systems \([20], [21]\).

The level of the multiple-access interference depends on, among other parameters, the multiple-access scheme and the detection principle. In TD-CDMA mobile radio systems, the intracell interference, i.e., the interference from users assigned to the considered BS, is eliminated by the joint detection algorithm employed at the receiver \([7]\). Consequently, the intercell interference, i.e., the interference from users of other cells, plays the most important role on the transmission quality and the reliability of the system. Since we refer to a cellular system, the user signals possess the same spectral properties, which are determined by the modulation scheme, as well as the transmitter and receiver filters. Furthermore, the directional inhomogeneity of the mobile radio channel introduces at the considered BS directional intercell noise components, i.e., noise signals with certain DOA’s, which also have a certain impinging power. This information for the intercell interference can be used at the receiver in order to enhance its performance \([22]\).

Let now

\[
R_m^{(i,j)} = E \left\{ (n_m^{(i)})^H m^{(j)} \right\}, \quad i, j = 1 \cdots K_a \tag{22}
\]

denote the \( L \times L \) covariance matrix of the noise vectors \( n_m^{(i)} \) of the \( i \)-th array element and \( m^{(j)} \) of the \( j \)-th array element. Then, the covariance matrix of the combined noise vector from all \( K_a \) antenna elements is the \( LK_a \times LK_a \) matrix

\[
R_m = E \left\{ n_m m^* \right\} \tag{23}
\]

with its \((i, j)\)-th block equal to \( R_m^{(i,j)} \) of (22). Furthermore, it is assumed that the noise signals are pairwise uncorrelated, i.e.,

\[
E \left\{ n_d^{(l)} m_d^{(m)^*} \right\} = 0, \quad \text{for } l \neq m \tag{24}
\]

and they have the same spectral form. If the noise power of the \( k_i \)-th interferer is defined as

\[
(\sigma^{(k_i)})^2 = E \left\{ |m^{(k_i)}|^2 \right\}, \quad l = 1 \cdots L \tag{25}
\]

the spectral form of the interfering signals is given by the \( L \times L \) covariance matrix

\[
\hat{R}_m = \frac{1}{(\sigma^{(k_i)})^2} E \left\{ n_d^{(k_i)} m^{(k_i)^*} \right\}, \quad k_i = 1 \cdots K_i. \tag{26}
\]

Notice that \( \hat{R}_m \) is the same for all \( K_i \) interferers. Let us define the scalars

\[
\tau_{i, j} = z_{i, j}^{k_i, k_j}
\]

\[
= \sum_{k_i = 1}^{K_i} \left( \sigma^{(k_i)} \right)^2 e^{i \phi(k_i)} e^{i \theta(k_i)} e^{i \phi(k_j)} e^{i \theta(k_j)}, \quad i, j = 1 \cdots K_a \tag{27}
\]

which depend on the noise powers and the phase factors of the interfering signals [see also (20)]. Then, the covariance matrix \( \hat{R}_m^{(i,j)} \), defined in (22), takes the form

\[
\hat{R}_m^{(i,j)} = E \left\{ n_m^{(i)} m^{(j)^*} \right\} = \tau_{i,j} \cdot \hat{R}_m, \quad i, j = 1 \cdots K_a \tag{28}
\]

and the covariance matrix of the combined received noise vector [see (23)] is a \( LK_a \times LK_a \) matrix with its \((i, j)\)-th block equal to \( \tau_{i,j} \cdot \hat{R}_m \) of (28). If we define the \( K_a \times K_a \) matrix \( R_m \) with element \( \tau_{i,j} \) equal to \( \tau_{i,j} \) [see (27)], then the covariance matrix of the combined noise vector from all array elements takes the simple form \([15]\)

\[
R_m = R_d \otimes \hat{R}_m. \tag{29}
\]

The matrix \( R_d \) depends exclusively on the DOA’s and the noise powers of the \( K_i \) interferers and therefore is also valid for the data detection, which is considered in Section V. The covariance matrix \( \hat{R}_m \) contains information regarding the spectral form of the interfering signals, which is assumed to be identical for all interfering signals, an assumption which is justified by the fact that we refer to a cellular mobile radio system that uses signals with the same spectral properties. \( \hat{R}_m \) depends on the length of the part of the received signal which is used, i.e., for the channel
estimation it has dimensions $L \times L$, whereas for the data detection it has dimensions $(NQ+W-1) \times (NQ+W-1)$ and will be addressed as $\hat{R}_d$. $N$ is the number of transmitted symbols per user and $Q$ the length of the user specific spreading sequence (see also the analysis of Section V). Therefore, the covariance matrix of the combined received vector from all array elements for the data detection is expressed as

$$\hat{R}_d = \mathbf{R}_d \otimes \hat{R}_d.$$  \hfill (30)

IV. COMBINED DOA AND JOINT CHANNEL ESTIMATION

In this section, a novel approach to the channel estimation process for a TD-CDMA mobile radio system will be presented. This approach can be divided into three steps, which will be illustrated individually in this section.

- In a first step, the channel impulse responses for the links between each user and each array element are estimated according to [16], leading to the separation of the channel impulse responses which belong to the different users.
- Then, the user specific channel impulse responses are used for a user specific DOA estimation.
- In a third step, the information about the DOA's and the channel impulse responses of every user is exploited for an enhanced joint channel estimation, which leads to improved channel impulse response estimates.

It should be noted that the information carrying signals of a certain user should not have more discrete DOA's than the number of array elements employed at the BS receiver, i.e., it will be assumed there exist $K_d \leq K_a, k = 1 \cdots K$, discrete DOA's for the user $k$. Nevertheless, there are scenarios in mobile radio where the impinging signals are confined within a relative small range. This is a typical situation in urban propagation environments. In these cases, one dominant DOA from this range is used for the enhanced joint channel estimation, which means that even if $K_d > K_a, k = 1 \cdots K$, the novel scheme provides a way for taking advantage of the directional inhomogeneity of the mobile radio channel. In Section VI, simulation results will demonstrate the improvement by the new concept concerning, on the one hand, the channel impulse response estimates and, on the other hand, the link level performance of the considered TD-CDMA employing this approach for different scenarios in rural and urban propagation environments.

A. Conventional Joint Channel Estimation

According to (17) and (29), the maximum-likelihood estimate $\hat{\mathbf{h}}$ of the combined channel impulse response vector $\mathbf{h}$, defined in (14), is given by [3]

$$\hat{\mathbf{h}} = \left( \mathbf{I}^{(K_a)} \otimes \mathbf{M}_m \right) \mathbf{g}_m$$ \hfill (31)

where

$$\mathbf{M}_m = \left( \mathbf{G}^T \hat{\mathbf{R}}_m^{-1} \mathbf{G} \right)^{-1} \mathbf{G}^T \mathbf{R}_m^{-1}.$$ \hfill (32)

Equation (31) shows that $K_a$ individual joint channel estimation processes take place, each one exactly as it is described in [16]

$$\hat{\mathbf{h}}^{(k_a)} = \left( \mathbf{G}^T \hat{\mathbf{R}}_m^{-1} \mathbf{G} \right)^{-1} \left( \mathbf{L}_m \mathbf{G} \right)^T \mathbf{g}_m^{(k_a)},$$ \hfill (33)

where the Cholesky decomposition [23]

$$\hat{\mathbf{R}}_m = \mathbf{L}_m^T \mathbf{L}_m$$ \hfill (34)

has been used. The multiplication of the received signal at the $k_a$th array element by $\mathbf{L}_m$ prewhitens or decorrelates the noise, whereas the term $(\mathbf{L}_m \mathbf{G})^T$ indicates the operations of $K$ matched filters to every user $k, k = 1 \cdots K$ [see also (10)]. Finally, the multiplication by $(\mathbf{G}^T \hat{\mathbf{R}}_m^{-1} \mathbf{G})^{-1}$ in (33) cancels the effect of self-interference (SI) and cross interference (CI) [6], [27]. The above-mentioned operations are illustrated in Fig. 3 for the easy to survey case of $K = 2$ users and for the $k_a$th array element, $k_a = 1 \cdots K_a$. We will refer to this type of joint channel estimation and the associated joint data detection as the conventional scheme, in order to make the distinction from the combined DOA and joint channel estimation, presented in this section, and the corresponding joint data detection, presented in Section V, which will be addressed as the enhanced scheme.

B. DOA Estimation

Since the result of the process of the joint channel estimation is to produce separate estimates for the elements of the channel impulse response vectors $\hat{\mathbf{h}}^{(k_a)}, k_a = 1 \cdots K_a$ [see (33)] and consequently for the combined channel impulse response vector $\mathbf{h}$ [see (14)], the parts of $\hat{\mathbf{h}}$ that belong to the same user can be used for the purpose of a DOA estimation as described in the sequel.

Let $\hat{\mathbf{H}}$ denote the matrix that contains the estimates of the channel impulse responses, arranged as in (5). Then, the estimate of the channel impulse response vector $\mathbf{h}$ can be expressed as

$$\hat{\mathbf{h}} = \text{vec}\{\hat{\mathbf{H}}\}.$$ \hfill (35)

According to (31) and (35), the matrix $\hat{\mathbf{H}}$ can be written in its transposed form as

$$\hat{\mathbf{H}}^T = \mathbf{H}^T + \mathbf{N}_m^T \mathbf{M}_m^T$$ \hfill (36)

where $\mathbf{M}_m$ is defined in (32). According to (5), we can use the blocks of $\mathbf{H}$ that depend only on one user and perform a user
specific DOA estimation for every user, \( k = 1 \cdots K \). The extraction of the blocks \( \mathbf{H}^{(k)T} \), \( k = 1 \cdots K \), can be described as
\[
\mathbf{H}^{(k)T} = \mathbf{H}^{T} \left( \mathbf{u}^{(k)} \otimes \mathbf{I}^{(W)} \right)
\] (37)
where \( \mathbf{u}^{(k)} \) is the \( K \times 1 \) identity column vector for the \( k \)th user, with its elements defined as
\[
\mathbf{u}^{(k)}_l = \begin{cases} 1, & l = k \\ 0, & \text{otherwise} \end{cases} \] (38)
and \( \mathbf{I}^{(W)} \) is the \( W \times W \) identity matrix. According to (37), we can obtain from (9) and (36)
\[
\hat{\mathbf{H}}^{(k)T} = \mathbf{A}^{(k)} \mathbf{h}^{(k)T}_d + \mathbf{N}^{(k)}_m \mathbf{M}^{T}_m \left( \mathbf{u}^{(k)} \otimes \mathbf{I}^{(W)} \right),
\] (39)
If we define
\[
\mathbf{X}^{(k)} = \mathbf{A}^{(k)} \mathbf{S}^{(k)} + \mathbf{N}^{(k)},
\] (40)
\[
\mathbf{S}^{(k)} = \hat{\mathbf{H}}^{(k)T}_d,
\] (41)
\[
\mathbf{N}^{(k)} = \mathbf{N}^{T}_m \mathbf{M}^{T}_m \left( \mathbf{u}^{(k)} \otimes \mathbf{I}^{(W)} \right),
\] (42)
(39) can be written as
\[
\mathbf{X}^{(k)} = \mathbf{A}^{(k)} \mathbf{S}^{(k)} + \mathbf{N}^{(k)}, \quad k = 1 \cdots K
\] (43)
where \( \mathbf{X}^{(k)} \) denotes the noise-corrupted measurement matrix of the \( k \)th user composed of \( W \) snapshots. \( \mathbf{S}^{(k)} \) and \( \mathbf{N}^{(k)} \) are the signal and noise matrices of the \( k \)th user, respectively, and \( \mathbf{A}^{(k)} \) is the array steering matrix that depends on the DOA’s of the user \( \{\text{see (8)}\} \). According to (43), \( K \) different DOA estimation processes can be performed. An algorithm that produces increased estimation accuracy with a reduced computational burden is one-dimensional (1-D) Unitary ESPRIT that can be applied to centro-symmetric array configurations [18]. This algorithm is used in the simulations for the estimation of the DOA’s for every user.

C. Enhanced Joint Channel Estimation

Since the process of DOA estimation produces estimates for the DOA’s of each user \( k \), and consequently for the user specific array steering matrices \( \mathbf{A}^{(k)} \), \( k = 1 \cdots K \) [see (8)], the maximum-likelihood estimate of the combined directional channel impulse response vector \( \hat{\mathbf{h}}_d \) [see (15)] may be expressed as [23]
\[
\hat{\mathbf{h}}_d = \left( \mathbf{G}^{(k)T}_d \left( \mathbf{R}_d \otimes \mathbf{R}_m \right)^{-1} \mathbf{G}^{(k)}_d \right)^{-1} \left( \mathbf{R}_d \otimes \mathbf{R}_m \right)^{-1} \mathbf{e}_m,
\] (44)
According to the definition of \( \mathbf{G}^{(k)}_d \) [see (19)], (44) can be written as
\[
\hat{\mathbf{h}}_d = \mathbf{X}^{-1}_m \left[ \begin{array}{c} \mathbf{G}^{(1)T} \otimes \mathbf{A}^{(1)T}_d \\ \vdots \\ \mathbf{G}^{(K)T} \otimes \mathbf{A}^{(K)T}_d \end{array} \right] \left( \mathbf{R}_d^{-1} \otimes \mathbf{R}_m^{-1} \right) \mathbf{e}_m
\] (45)
where \( \mathbf{X}_m \) is a \((K_d W) \times (K_d W)\) matrix [see (3)], with its \((l, m)\)th block of dimension \((K_d W) \times (K_m W)\) defined as
\[
\mathbf{X}^{(l, m)}_m = \left( \mathbf{A}^{(l)T} \mathbf{R}^{-1}_d \mathbf{A}^{(m)} \right) \otimes \left( \mathbf{G}^{(l)T} \mathbf{R}^{-1}_m \mathbf{G}^{(m)} \right)
\] (46)
and \( l = 1 \cdots K, m = 1 \cdots K \). Recall that the dimensions of the matrices \( \mathbf{A}^{(k)} \), \( k = 1 \cdots K \), are \( K_a \times K_d \), the dimension of \( \mathbf{G}^{(k)} \), \( k = 1 \cdots K \), is \( L \times W \), and the covariance matrices \( \mathbf{R}_d^{-1} \) and \( \mathbf{R}_m^{-1} \) are of dimensions \( K_d \times K_d \) and \( L \times L \), respectively. By using the definition for the combined received signal \( \mathbf{e}_m \) at all \( K_a \) array elements [see (13)], the definition for the matrix \( \mathbf{X}_m \) [see (46)] and properties of the Kronecker product [19], the estimate of the combined directional channel impulse response vector \( \hat{\mathbf{h}}_d \) [see (44)], can be formulated as follows:
\[
\hat{\mathbf{h}}_d = \mathbf{X}^{-1}_m \left[ \begin{array}{c} \text{vec} \left( \mathbf{G}^{(1)T} \mathbf{R}_d^{-1} \mathbf{e}_m (\mathbf{R}_m^{-1} \mathbf{A}^{(1)T}_d)^* \right) \\ \vdots \\ \text{vec} \left( \mathbf{G}^{(K)T} \mathbf{R}_d^{-1} \mathbf{e}_m (\mathbf{R}_m^{-1} \mathbf{A}^{(K)T}_d)^* \right) \end{array} \right].
\] (47)
Recalling the definition of \( \mathbf{A}^{(k)}, k = 1 \cdots K \) [see (8)], we introduce the following definitions for \( k = 1 \cdots K, k_d = 1 \cdots K_d \):
\[
\mathbf{M}^{(k)}_{\text{DMF}, m} = \mathbf{G}^{(k)T} \mathbf{R}_d^{-1} \mathbf{e}_m (\mathbf{R}_m^{-1} \mathbf{A}^{(k)}_d)^*,
\] (48)
\[
\mathbf{u}^{(k), k_d} = (\mathbf{R}_d^{-1})^* \mathbf{a}^{(k), k_d},
\] (49)
\[
\mathbf{g}^{(k), k_d}_m = \mathbf{M}^{(k)}_{\text{DMF}, m} \mathbf{a}^{(k), k_d},
\] (50)
Following the same reasoning as in [6], \( \mathbf{M}^{(k)}_{\text{DMF}, m} \) can be considered as a decorrelating matched filter (DMF) for user \( k \); \( \mathbf{g}^{(k), k_d}_m \) denotes a beamformer (BF) which maximizes at its output the signal-to-noise ratio (SNR) [25] and has weighting factors \( \mathbf{u}^{(k), k_d} \). In this case, (47) takes the form
\[
\hat{\mathbf{h}}_d = \mathbf{X}^{-1}_m \left[ \begin{array}{c} \mathbf{g}^{(1), 1}_d \otimes \mathbf{g}^{(1), 1}_m \otimes \mathbf{g}^{(1), 1T}_d \\ \vdots \\ \mathbf{g}^{(K), K_d}_d \otimes \mathbf{g}^{(K), K_d}_m \otimes \mathbf{g}^{(K), K_dT}_d \end{array} \right],
\] (51)
where
\[
\mathbf{g}^{(k), k_d}_d = \mathbf{M}^{(k)}_{\text{DMF}, m} \mathbf{g}^{(k), k_d}_m, \quad k = 1 \cdots K, k_d = 1 \cdots K_d
\] (52)
The combination of the BF for the user \( k \) and its \( k_d \)th DOA with the decorrelating matched filter for user \( k \) [see (52)] can be described as a spatial decorrelating matched filter (SDMF). Finally, the multiplication by \( \mathbf{X}^{-1}_m \) in (51) cancels the effect of SI and CI [27]. The realization of this enhanced joint channel estimator is illustrated in Fig. 4 for the case of
\[
K_a = 3, \quad K = 2, \quad K_d^{(1)} = 2, \quad K_d^{(2)} = 1.
\] (53)
The process of the combined DOA and joint channel estimation described in this section produces estimates for the channel impulse responses \( \mathbf{h}^{(k), k_d}_d, k = 1 \cdots K, k_d = 1 \cdots K_d \) [see (15) and (51)] and their corresponding DOA’s [see (8)]. This information enables in conjunction with the knowledge of the user specific CDMA codes the data detection according to the joint detection principle [7], [22]. The formulation of the joint detector which uses the additional information associated with the directional inhomogeneity of the mobile radio channel, i.e., the directional channel impulse responses and the corresponding DOA’s are presented in the following section.
V. JOINT DATA DETECTION

In this section, a novel technique for the joint detection of the data of all users assigned to the considered BS in a TD-CDMA mobile radio system is presented. This technique, which can be considered as an extension of the known ZF-BLE presented in [6]–[8], explicitly takes into account the DOA’s of signals carrying information and the associated directional channel impulse responses, as these are produced from the combined DOA and joint channel estimation of Section IV. First, the discrete time low-pass representation of the uplink in a synchronous TD-CDMA mobile radio system will be described and then the novel joint data detection will be illustrated.

It is assumed the $K$ users which are active in the same frequency band and time slot (see Fig. 1) transmit the complex data symbols $\mathbf{d}^{(k)}$, $n = 1 \cdots N$, $k = 1 \cdots K$, with rate $1/T_s$. The data symbols that pertain to one user are held in the vector $\mathbf{d}^{(k)}$ of length $N$, and the data symbols of all $K$ users can be combined to the vector [7], [8]

$$\mathbf{d} = \begin{bmatrix} \mathbf{d}^{(1)T} & \mathbf{d}^{(2)T} & \cdots & \mathbf{d}^{(K)T} \end{bmatrix}^T$$

(54)
of length $KN$. The actual data rate may be varied according to the service provided or the desired transmission quality [6]. Each of the data symbols is spread by using the user specific signature sequences $\mathbf{s}^{(k)}$, $k = 1 \cdots K$, of length $Q$ at the transmitters to allow a coexistence of $K$ active users in the same frequency band and time slot. The $\mathbf{s}^{(k)}$ are termed chips and are taken from the complex set

$$\mathcal{V}_c = \{ \mathbf{v}_c, 1, \mathbf{v}_c, 2, \ldots, \mathbf{v}_c, n \}.$$  

(55)

Depending on the set $\mathcal{V}_c$, different kinds of spectral spreading as, e.g., direct sequence CDMA or multicarrier CDMA can be realized [26]. The chip duration is given by

$$T_c = \frac{T_s}{Q}.$$  

(56)

With the $K$ user specific $NQ \times N$ matrices

$$\mathbf{C}^{(k)} = \mathbf{I}^{(N)} \otimes \mathbf{s}^{(k)}, \quad k = 1 \cdots K$$  

(57)

which describe the spectral spreading operation of the data symbols $\mathbf{d}^{(k)}$ of user $k$, we can form the block-diagonal matrix

$$\mathbf{C} = \text{blockdiag} \left[ \mathbf{C}^{(1)}, \mathbf{C}^{(2)} \cdots \mathbf{C}^{(K)} \right]$$  

(58)

which contains the signature sequences of all $K$ users. With the directional channel impulse response vectors $\mathbf{h}^{(k)}$, see (1), (2), and (15), we form the matrices $\mathbf{H}^{(k_{d1}, k_{d2})}_{NQ}$, $k_{d1} = 1 \cdots K_{d1}$, $k_{d2} = 1 \cdots K_{d2}$, with elements

$$\left[ \mathbf{H}^{(k_{d1}, k_{d2})}_{NQ} \right]_{n + \alpha - 1, n} = \begin{cases} h^{(k_{d1}, k_{d2})}_{\alpha}, & w = 1 \cdots W, n = 1 \cdots NQ \\ 0, & \text{otherwise} \end{cases}$$

(59)
Using the $K_d(NQ + W - 1) \times NQ$ matrix

$$
H_{da}^{(k)} = \left[ H_{da}^{(k,1)T}, H_{da}^{(k,2)T}, \ldots, H_{da}^{(k,K_d)T} \right]^T,
$$

which contains the directional channel impulse responses that correspond to the $k$th user, we define the block diagonal matrix

$$
H_{da} = \operatorname{blockdiag} \left[ H_{da}^{(1)}, H_{da}^{(2)}, \ldots, H_{da}^{(K_d)} \right]
$$

which contains the directional channel impulse responses for each user and each DOA. Furthermore, the array steering matrices $A^{(k)}$ [see (8)] can be combined to the matrix

$$
A = \left[ A^{(1)}, A^{(2)}, \ldots, A^{(K_d)} \right]
$$

and the following definition is introduced:

$$
A_d A \otimes I^{(NQ+W-1)}.
$$

The transmitted signals are received at the BS over $K_a$ array elements. The received signal at the $k$th array element, which depends exclusively on the transmitted data symbols and not on the midamble training sequences, is denoted by $e^{(k,a)}, k_a = 1 \cdots K_a$, and has length $NQ + W - 1$ [6]. These $K_a$ vectors can be arranged in the $(NQ + W - 1) \times K_a$ matrix

$$
E = \left[ e^{(1)}, e^{(2)}, \ldots, e^{(K_a)} \right].
$$

With (64) and the $\operatorname{vec}\{}\{}$-operator [19], the combined received signal at all $K_a$ antennas which depends exclusively on the transmitted data symbols of all $K$ users can be expressed as

$$
e = \operatorname{vec}\{}E\{}.
$$

We further admit additive noise at each array element in the form of the vectors $n^{(k,a)}, k_a = 1 \cdots K_a$, and we arrange these $K_a$ vectors in the combined noise vector

$$
n = \left[ n^{(1)T}, n^{(2)T}, \ldots, n^{(K_a)T} \right]^T
$$

of length $K_a(NQ+W-1)$. Then, according to (58), (61), and (63), the combined received signal $e$ of (65) can be expressed as

$$
e = A_d H_{da} C d + n
$$

(see also [3]).

According to (30) and (67), the estimate $\hat{d}$ of the combined data vector $d$ [see (54)] based on the ZF-BLE can be expressed as

$$
\hat{d} = C^n T H_{da}^{(k)} \left( I^{(k)T} \otimes \bar{R}^{-1} \right) A_d H_{da} C
$$

Introducing the definition

$$
X = C^n T H_{da}^{(k)} A_d^T \left( I^{(k)T} \otimes \bar{R}^{-1} \right) A_d H_{da} C
$$

and applying (63), (69), and properties of the Kronecker product [19], (68) takes the form

$$
\hat{d} = X C^n T H_{da}^{(k)} \left( A_d^T \bar{R}^{-1} \otimes \bar{R}^{-1} \right) \operatorname{vec}\{}E\{}
= X C^n T H_{da}^{(k)} \operatorname{vec}\{}\left( \bar{R}^{-1} E (R^{(k)})^T A^\dagger \right)\}
$$

where $E$ is defined in (64). Using the weighting vector $w^{(k,a)}$ of (49) and

$$
y^{(k,a)} = E w^{(k,a)}
$$

which describes a BF that maximizes the SNR at its output [25], (70) can be written as

$$
\hat{d} = X C^n T H_{da}^{(k)} \left( I^{(k)T} \otimes \bar{R}^{-1} \right) \cdot \left[ y^{(1),1T} \right. \ldots \left. y^{(1),K_{d}^{(1)T}} \right] \ldots \left[ y^{(K),1T} \right. \ldots \left. y^{(K),K_{d}^{(K)T}} \right]^T.
$$

If we further define

$$
Y = C^n T H_{da}^{(k)} \left( I^{(k)T} \otimes \bar{R}^{-1} \right)
$$

the use of (58), the Cholesky decomposition [23]

$$\bar{R}^{-1} = L_n^T L_n
$$

as well as the following definition:

$$
Y^{(k)} = C^{(k)nT} H_{da}^{(k)nT} \left( I^{(k)T} \otimes \bar{R}^{-1} \right)
= \left[ \left( L_n H_{da}^{(k,1)} C \right)^T L_m \cdots \left( L_n H_{da}^{(k,K_{d}^{(k)})} C \right)^T L_m \right],
$$

enable us to express $Y$ of (74) the following block-diagonal matrix:

$$
Y = \operatorname{blockdiag} \left[ Y^{(1)}, Y^{(2)}, \ldots, Y^{(K_d)} \right].
$$

The diagonal blocks $Y^{(k)}$, $k = 1 \cdots K$, are in general not of the same dimensions, since they depend on the number of DOA’s associated with each user and denote the operations of DMF’s [6] for user $k$ and its DOA’s $\beta^{(k,a)}, k_a = 1 \cdots K_d$ (see also Fig. 2). In this case, (73) can be expressed as

$$
\hat{d} = X Y \left[ y^{(1),1T} \right. \ldots \left. y^{(1),K_{d}^{(1)T}} \right] \ldots \left[ y^{(K),1T} \right. \ldots \left. y^{(K),K_{d}^{(K)T}} \right]^T.
$$

where $X$ and $Y$ are given by (69) and (77), respectively. The combination of the BF for the user $k$ and its $k_d$th DOA with the DMF to user $k$ and its $k_d$th DOA can be designated as a spatial decorrelating matched filter (SDMF) (see also Section IV). The outputs of the SDMF’s that correspond to each user are combined according to the maximal ratio combining (MRC) strategy [25]. Finally, the outputs of the MRC’s are fed into the ISI and MAI canceller [27], which removes intersymbol and
multiple-access interference. The realization of this novel joint data detector is illustrated in Fig. 5 for the case of

\[ K_a = 3, \quad K = 2, \quad K_d^{(1)} = 2, \quad K_d^{(2)} = 1. \]  

(79)

VI. SIMULATION RESULTS

In this section, the novel smart antenna concept presented in the paper is evaluated by simulations for the uplink of a TD-CDMA mobile radio system. This evaluation takes place in two steps. In a first step, the performance of the combined DOA and joint channel estimation, presented in Section IV, is compared to the conventional scheme for different scenarios in the rural and urban propagation environment. In a second step, the average bit error rate (BER) is investigated by Monte Carlo simulations of data transmission for a single cell and for different scenarios in the rural and urban propagation environment as a function of the average SNR \( E_b/N_0 \) per net information bit with respect to a single receiver antenna. The additive noise \( \mathcal{N} \) (see Section II), which could be caused by intercell interference in the interference-limited case, is assumed to be white and Gaussian distributed with zero mean, i.e., the link level system performance is evaluated. The noise covariance matrices for the channel estimation and the joint data detection [see (29) and (30)], respectively, are assumed to be

\[ R_m = \sigma^2 \cdot \mathbf{I}^{K_a L} \]  

(80)

\[ R_n = \sigma^2 \cdot \mathbf{I}^{K_d L} \]  

(81)

where \( \sigma^2 \) is the variance of the noise of every array element, i.e., white and uncorrelated noise for the different antennas is considered. The value of \( \sigma^2 \) is calculated according to

\[ \sigma^2 = \frac{N_0}{T_c} \]  

(82)

where \( T_c \) is the chip duration and \( N_0/2 \) is the one-sided power spectral density of the additive white noise \([28]\). In the simulations, a ULA of eight array elements is used. The array elements are spaced at 0.5 of the carrier wavelength. Due to the limited directional resolution of a ULA parallel to the axis of the array, only a sector of 90° towards the broadside of the array is considered in the simulations. An azimuthal coverage of 360° is achieved by using URA’s or cross arrays \([29]\). The main parameters of the TD-CDMA mobile radio system used for the simulations are given in \([13]\). It is noted that the user bandwidth \( B \) of 1.6 MHz is smaller than the inverse of the chip duration \( T_c \). This results from the choice of a digital chip impulse filter having an impulse response equal to the GMSK basic impulse \( C_0(T) \) of time bandwidth product 0.3, leading to a compact spectrum (see \([13]\)). Furthermore, the digital chip impulse filter and the user specific spreading codes have been designed in such a way that the magnitude of the complex envelopes of the transmitted signals are approximately constant. Finally, it is to be noted that the real time implementation of the joint detection receiver can...
already be achieved with today’s hardware (see [30] for a detailed analysis).

Smart antenna concepts take advantage of the directional inhomogeneity of the mobile radio channel in order to increase the link level performance in mobile radio systems [4]. Thus, a performance evaluation of such system concepts should be based on channel models which, besides time variance and frequency selectivity, explicitly incorporate the directional inhomogeneity of the mobile radio channel [3]. In the simulations, each channel impulse response is the linear superposition of \( P \) uncorrelated echoes, each with a particular delay parameter represented by \( P \) sinusoids with equally distributed phase angles and Doppler frequencies according to the Jake spectrum [6], [31]. The delay parameters are exponentially distributed according to the delay power spectra associated with the desired propagation environment types [32], e.g., rural area (RA) and typical urban (TU). As in [6], \( P \) equal to 600 is chosen for the simulations. It is noted that the channel impulse responses generated according to this scheme exhibit the fast fading characteristics of the mobile radio channel, meaning that variations of the received power due to fast fading are present in the received signal, whereas variations due to path loss and shadowing are supposed to be perfectly eliminated by power control. In the case of the rural propagation environment the waves impinge on the BS within a small azimuthal range [3], [5], which can be approximated by a single DOA. For this reason, the channel models specified by COST207 [32] for transmission over RA are used, with the additional introduction of a single DOA for every user that is assigned to the considered BS. Since a ULA is employed at the BS, this is accomplished by multiplying the complex channel impulse responses created at a reference point of the array [6] by a complex exponential which is only dependent on the DOA of the channel impulse response and the array configuration. For the urban propagation environment, the channel models specified by COST207 for transmission over TU [32] are used. Different scenarios for the directional inhomogeneity of this environment type [5] are investigated by assigning \( K_d^{(k)} \), \( k = 1 \ldots K \), DOA’s to the \( P \) aforementioned echoes (see also Section II). First, \( K_d^{(k)} \) is chosen equal to two, which enables us to take upper bounds for the link level performance of a TD-CDMA mobile radio system in a TU propagation environment. Then, \( K_d^{(k)} \) is increased to ten equidistant DOA’s in an impinging range of 5° and 10°, modeling thus an angular spread (AS), which is a realistic situation in such propagation environment types [4], [5].

A. Performance of the Channel Estimation

In this section, the enhanced joint channel estimation is compared with the conventional channel estimation for the rural and the urban propagation environment. Fig. 6 shows the normalized root mean square error (RMSE) of the estimated combined channel impulse response \( \hat{h} \) [see (31)] and the estimated directional combined channel impulse response \( \hat{h}_d \) [see (44)], compared with the actual \( h \) of (14), versus the average SNR \( E_b/N_0 \) per net information bit for the COST207 RA channel models, where a single DOA for each of the \( K = 8 \) simultaneously active users is employed. We note that after the implementation of (44), (7) is applied, enabling thus the comparison of the conventional and the enhanced joint channel estimation. The DOA’s are uniformly distributed in a sector of 90° towards the broadside of the ULA. The number of impinging DOA’s are estimated according to the modified minimum description length (MDL) criterion for centro-symmetric array configurations [33] and the DOA’s themselves are estimated by the 1-D Unitary ESPRIT algorithm [18], [24]. Even if the number and the values of DOA’s are assumed perfectly known at the BS receiver, the performance of the enhanced channel estimation is practically the same compared to the case when the number and the values of DOA’s are estimated, since only one DOA per user is employed, cf. [24]. The first burst of the frame is considered (see Fig. 1), the velocity \( v \) equals 90 km/h, and the results are averaged over 500 transmitted bursts for every user. In Fig. 7, the investigated scenario involves the extreme case where all user signals are incident on the BS array from the same DOA. These results show the improvement achieved by the enhanced joint channel estimation for the rural propagation environment. This improvement is more obvious when the SNR takes small values, i.e., below 0 dB. Moreover, there is no performance degradation when the signals from the different users are incident on the BS array from the same DOA. This is due to the fact that
the conventional joint channel estimation provides separate estimates for the channel impulse responses of the different users [see (33)]. Therefore, the user specific DOA processes perform independently of the values for the user DOA’s and the enhanced joint channel estimation improves considerably the channel impulse response estimates. It is noted, though, that the BER performance is severely degraded when the user signals impinge from the same DOA, as it will be seen in Section VI-B.

Figs. 8 and 9 show the normalized RMSE of the estimated channel impulse responses \( \hat{\mathbf{b}}_k \) [see (31)] and \( \tilde{\mathbf{b}}_k \) [see (44)] versus the average SNR \( E_b/N_0 \) per net information bit for the COST207 TU channel models, where an angular spread of 5° and 10° is employed, respectively. The first burst of the frame is considered (see Fig. 1) the velocity \( v \) equals 30 km/h, and the results are averaged over 500 transmitted bursts for every user. In this scenario, the number of the impinging signals \( K_{\text{imp}} \) (see Section II) is equal to ten and, moreover, they are restricted in a small azimuthal range of 5° and 10°, respectively. The angle of the line connecting each mobile to the BS is chosen to be in the center of said azimuthal range and the impinging signals \( K_{\text{imp}}^{(k)} \), \( k = 1 \ldots K \), are assumed to be equally spaced within this range. Under these assumptions, a ULA with eight array elements cannot resolve all impinging signals. Moreover, even if we used a ULA with more array elements than eight, it would still not suffice for resolving all the signals, because they are within a small range (see also [24]). Therefore, the dominant DOA is estimated, i.e., the number of impinging signals is taken to be equal to one. Under these considerations, we observe that the enhanced joint channel estimation improves the channel impulse response estimates only in scenarios of small SNR’s. When the SNR is sufficiently high, the conventional scheme performs better, since the one directional channel impulse response vector estimated by the enhanced scheme does not provide a more reliable estimate than the one from the conventional scheme for the ten impinging signals restricted in the angular spread of 5° or 10°. Despite this fact, the implementation of the enhanced scheme is still reasonable because in this propagation environment low values of the BER are achieved already at small values of the SNR. This system behavior is illustrated in Section VI-B.

B. Bit Error Rate Performance

In this section and according to the simulation environment described above, Monte Carlo simulations of data transmission are used to analyze the BER performance in the uplink of TD-CDMA mobile radio system for the enhanced receiver presented in this paper and the conventional receiver (see Sections IV and V). The average coded BER \( P_b \) is investigated for a single cell and for different scenarios in the rural and the urban propagation environment as a function of the average SNR \( E_b/N_0 \) per net information bit with respect to a single receiver antenna.

In Figs. 10–12, the channel models specified by COST207 RA [32] are used and it is assumed that a single DOA is assigned to every of the \( K = 8 \) simultaneously active users of the considered cell. The conventional receiver and the enhanced receiver with perfectly known DOA’s (solid line) and estimated DOA’s (dashed line) are considered. In Fig. 10, all user DOA’s are equidistant in the 90° sector, which is the best possible spatial separation between the DOA’s of the different users and offers the possibility to take upper bounds for the link level performance of a TD-CDMA mobile radio system in the rural
propagation environment. In Fig. 11, all user DOA’s are uniformly distributed in the 90° sector, which is a realistic case for this propagation environment. Furthermore, the extreme case where all users have the same DOA is investigated in Fig. 12. The $E_b/N_0$ improvement due to the application of the enhanced receiver is approximately 5 dB at a BER of $P_b = 10^{-3}$ when the user DOA’s are equidistant in the considered 90° sector (see Fig. 10). Since we refer to a channel model with single DOA’s, and the noise on the array elements is assumed to be uncorrelated, the modified MDL criterion [33] and 1-D Unitary ESPRIT [24] provide estimates with increased accuracy (see also Section VI-A). Therefore, the link level performance is slightly degraded when the number and the values of DOA’s are estimated and the improvement of the $E_b/N_0$ due to the application of the enhanced receiver still holds. In Fig. 11, where the DOA’s are uniformly distributed, the system performance is slightly degraded compared to Fig. 10, where the DOA’s are equidistant in the 90° sector, and the $E_b/N_0$ improvement due to the application of the enhanced receiver is approximately 5 dB at a BER of $P_b = 10^{-3}$. Fig. 12 shows that the performance of systems with smart antennas can be severely degraded when the user signals impinge on the BS receiver from DOA’s that are not well spatially separated. Here, the extreme case where all user signals impinge from the same DOA is investigated. In this scenario, the $E_b/N_0$ improvement due to the application of the enhanced receiver is 3 dB at a BER of $P_b = 10^{-3}$ compared to the conventional receiver, whereas the performance of both receivers is degraded approximately 6 and 4 dB, respectively. This simulation result can be justified by the existence of the DOA specific BF’s in the novel joint data detector (see Fig. 5). When the DOA’s of the simultaneously active users are not well spatially separated, although the quality of the channel estimation is not affected (see Fig. 7), the BF’s in the joint data detector may receive a considerable amount of energy associated with the other DOA’s of the same user and the DOA’s of the other users, thus leading to a reduced quality for the joint data detection. In such scenarios, the system performance of a TD-CDMA mobile radio system can be kept close to the performance of Figs. 10 and 11 if a channel assignment strategy for the users active in the same frame is implemented (see [29] for a detailed analysis).

In Figs. 13–15, the average coded BER $P_b$ is investigated for a single cell and for different scenarios in the TU COST207 propagation environment as a function of the average SNR $E_b/N_0$. 

Fig. 11. $P_b$ versus $E_b/N_0$; propagation environment: rural area COST207, single DOA’s uniformly distributed in a 90° sector; mobile speed: 90 km/h.

Fig. 12. $P_b$ versus $E_b/N_0$; propagation environment: rural area COST207, same DOA for all users; mobile speed: 90 km/h.

Fig. 13. $P_b$ versus $E_b/N_0$; propagation environment: typical urban area COST207, two DOA’s per user in a 90° sector; mobile speed: 30 km/h.

Fig. 14. $P_b$ versus $E_b/N_0$; propagation environment: typical urban COST207, AS = 5° per user in a 90° sector; mobile speed: 30 km/h.
per net information bit with respect to a single receiver antenna. The conventional receiver and the enhanced receiver are considered. In Fig. 13, two DOA's in the 90° sector are assigned to every user. The conventional receiver and the enhanced receiver with perfectly known DOA's (solid line) and estimated DOA's (dash-dotted line) are considered. The number of DOA's are estimated by the MDL criterion [33] and the DOA's themselves by the 1-D Unitary ESPRIT algorithm [18]. The $E_b/N_0$ improvement due to the application of the enhanced receiver is approximately 3 dB at a BER of $P_b = 10^{-1}$, whereas the $E_b/N_0$ difference between the enhanced receiver with perfectly known and estimated DOA's does not exceed 0.5 dB. This result can be considered as an upper bound for the link level performance of a TD-CDMA mobile radio system in the TU COST207 propagation environment. In the more realistic scenario of Fig. 14, where there is an angular spread of 5° for every user assigned to the considered BS, the performance of the enhanced receiver is slightly degraded, whereas the improvement compared to the conventional scheme still holds. If the angular spread takes the larger value of $10^\circ$ (see Fig. 15), then the performance of the enhanced receiver degrades approximately 0.5 dB compared to the case when the angular spread is 5° (see Fig. 14). However, the enhanced receiver offers a better performance in comparison with the conventional scheme, a fact that demonstrates the increased potential for performance enhancement of the novel scheme presented in this paper. As discussed in Section VI-A (see Figs. 8 and 9), the improved channel estimation of the conventional scheme takes place only at high SNR’s and does not affect the BER performance, which reaches, e.g., a value of $10^{-4}$ for $P_b$ already at low SNR’s.

VII. CONCLUSIONS

In this paper, a combined DOA and joint channel estimation scheme for a time-slotted CDMA mobile radio system with joint detection has been presented. In a first step, the received signals from each array element are fed into a conventional joint channel estimator. In a second step, the channel impulse responses for the connections between each user and each array element are processed by user specific DOA estimators.

In a final step, the channel impulse responses associated with the DOA’s of each user are estimated. Moreover, a novel joint data detection technique, which explicitly takes into account the DOA’s of signals carrying information and the associated directional channel impulse responses, is presented. This smart antenna concept is evaluated by simulations in the uplink of a TD-CDMA mobile radio system, which has been selected by ETSI to form part of the UMTS air interface standard. Different scenarios for the directional inhomogeneity of the mobile radio channel have been investigated in rural and urban propagation environments. The simulation results indicate that, depending on the propagation environment, considerable performance improvements are possible, due to the exploitation of the knowledge of the DOA’s and the associated channel impulse responses.
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