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ABSTRACT

In this paper we study the channel estimation problem for a CP-OFDM based mmWave hybrid analog-digital MIMO system, where the analog processing is achieved using only phase shift networks. A two-stage three-dimensional (3-D) Unitary ESPRIT in DFT beamspace based channel estimation algorithm is proposed to estimate the angular-delay profile and subsequently the unknown frequency-selective channel. The required training protocol, analog precoding and decoding matrices, as well as pilot patterns are discussed. Simulation results show that the proposed multi-stage 3-D Unitary ESPRIT in DFT beamspace based channel estimation algorithm provides high resolution channel estimates.

Index Terms— mmWave Massive MIMO, hybrid precoding and decoding, tensor, Unitary ESPRIT in DFT beamspace.

I. INTRODUCTION

Hybrid analog-digital multi-antenna systems allow the exploitation of the MIMO gain in a cost- and energy-efficient way especially for mmWave massive MIMO systems. To this end, it is often assumed that the number of RF chains is significantly less than the number of antennas, and the analog processing is realized using only phase shifters. The latter assumption introduces non-convex constraints on the design of analog precoding and decoding matrices [1], [2]. When a broadband multi-carrier system is considered, we have to use the same phase shifts for all subcarriers [3]. These new constraints lead to significant challenges for the design of MIMO processing algorithms as well as the corresponding channel estimation schemes. Many efforts have been put on providing accurate channel estimates for hybrid MIMO processing by using compressed sensing (CS) methods. For instance, an adaptive CS based channel estimation algorithm is proposed in [2] for a frequency-flat channel. This CS based channel estimation algorithm has been further extended in [4] by involving multiple measurement vectors (MMV) to improve the channel estimation accuracy. An adaptive multi-grid sparse recovery approach is applied in [5]. For a frequency-selective channel we have proposed two-stage CS based channel estimation methods in [6] to reduce the involved computational complexity. In [7] CS based channel estimation methods have also been studied for systems based on a single-carrier waveform. Nevertheless, all the above CS based methods depend on the on-grid assumption of the channel parameters, which will require an grid-offset estimation for practical use. The grid-offset estimation itself is already a challenging task. To circumvent this challenging problem, in [8] the angular profiles, i.e., direction of arrivals (DoAs) and the direction of departures (DoDs), are estimated. In [9] we have also proposed a gridless channel estimation algorithm, which first estimates the angular profiles and then the channel gains. The proposed algorithm is based on three-dimensional (3-D) Standard ESPRIT in DFT beamspace algorithm, which can provide high resolution estimates of DoAs and DoDs when all pairs of DoAs and DoDs fall in a specific sector of interest that is known a priori. In practice, it is difficult to ensure that all the DoAs and DoDs lie in a limited sector of interest. This motivates us to develop novel algorithms that still work when some pairs of DoA and DoD are outside the sector of interest.

In this paper we develop a gridless channel estimation algorithm for a hybrid point-to-point mmWave multi-carrier massive MIMO system. The proposed channel estimation algorithm involves a coarse estimation step, where coarse estimates of spatial frequencies and complex channel gains are provided with a wide beam and reduced effective aperture by switching off antennas or phase shifters. These coarse estimates are then used to form an enlarged effective sector of interest or to help suppressing the interference within a sector of interest. Thereby, the proposed algorithm requires neither a priori knowledge of the sector of the interest nor the assumption that all pairs of DoAs and DoDs are within a specific sector of interest. The developed algorithm is based on the 3-D Unitary ESPRIT algorithm in discrete Fourier transform (DFT) beamspace [10], i.e., the analog precoding and decoding matrices comprise phase shifted columns or rows of DFT matrices. Simulation results show that the proposed channel estimation algorithms provide high resolution channel estimates and spatial frequency estimates.

Notation: Upper-case and lower-case bold-faced letters denote matrices and vectors, respectively. The expectation, transpose, conjugate, Hermitian transpose, and Moore-Penrose pseudo-inverse are denoted by $\mathbb{E}\{\cdot\}$, $\cdot^T$, $\cdot^\dagger$, $\cdot^H$, and $\cdot^*$, respectively. The Euclidean norm of a vector and the absolute value are denoted by $\|\cdot\|$ and $|\cdot|$, respectively. The Kronecker product and the Khatri-Rao product are denoted as $\otimes$ and $\odot$, respectively. The $m \times m$ identity matrix and column exchange matrix are $I_m$, and $\Pi_m$, respectively. The $m \times n$ matrix with all zero elements is $0_{m\times n}$.

II. PROBLEM FORMULATION

II-A. System Model and Channel Model

We study a point-to-point mmWave massive MIMO system. The transmitter has $M_T$ transmit antennas and $N_T$ RF chains. The receiver has $M_R$ receive antennas and $N_R$ RF chains. We have $M_T \gg N_T$ and $M_R \gg N_R$. A CP-OFDM based modulation scheme is applied to combat the multipath effect. The corresponding FFT size is $N_{FFT}$. The $N_T$-dimensional received training signal on the $n$-th pilot subcarrier in the $n$-th OFDM symbol is given by $y_n[m] = W_n[m](H_n F[m] s_n[m] + z_n[m])$, (1)

where $H_n \in \mathbb{C}^{M_T \times M_R}$ denotes the time-invariant channel transfer function (CTF) on the $n$-th pilot subcarrier and $z_n[m]$ represents zero mean circularly symmetric complex Gaussian (ZMCSCG) noise with covariance matrix $\mathbb{E}\{z_n[m]\} z_n[m]^H = \sigma_n^2 I_{M_R}$ for all $n \in \{k_1, \ldots, k_{N_T}\} \subset \{1, \ldots, N_T\}$ and $m \in \{1, \ldots, N_{FFT}\}$. The tuples $(m, n)$ represent discrete time-frequency indices for pilot symbols. The matrices $W_n[m] \in \mathbb{C}^{N_T \times M_T}$ and $F[m] \in \mathbb{C}^{M_T \times N_T}$ denote the analog decoder and precoder, respectively. The analog matrices have only unit modulus entries because we
assume that the analog circuitry is implemented using only phase shift networks. Lastly, the vector \( s_n[m] \in \mathbb{C}^{N_T} \) represents the transmitted pilot symbols on all the transmitting RF chains at a certain time-frequency bin \((m,n)\). The transmit power constraint \( P_{\text{pilot}}^k \) for the training symbols is set to be \( \sum_{n=1}^{N_T} ||F[m]s_n[m]||^2 = P_{\text{pilot}}^k \) for all \( m \). Note that we do not use digital precoders and decoders on pilot subcarriers.

The mmWave massive MIMO channel is modeled using a finite number of scatterers, e.g., \( L \) scatterers [11]. Each scatterer contributes to a single propagation path between the transmitter and the receiver, which accounts for one time delay \( \tau_s \) and one pair of DoA \( \theta_{s} \in [0,2\pi) \) and DoD \( \theta_{d} \in [0,2\pi) \). The continuous time-domain channel impulse response (CIR) is given by

\[
H(t) = \sum_{\ell=1}^{L} d_{\ell} a_{\ell}(\theta_{T},\ell)a_{\ell}^T(\theta_{R},\ell)\delta(t - \tau_s),
\]

where \( d_{\ell} \) denotes the random complex gain of the \( \ell \)-th path. The vectors \( a_{\ell}(\theta_{T}) \) and \( a_{\ell}(\theta_{R}) \) denote the array steering vectors of the transmitter and the receiver, respectively. In this paper, we consider a uniform linear array (ULA) \(^1\). We define the array steering vector as a function of a spatial frequency \( \mu \), i.e.,

\[
a(\mu) = a_0(\mu) \begin{bmatrix} e^{j\mu} & \cdots & e^{j(M-1)\mu} \end{bmatrix}^T \in \mathbb{C}^M,
\]

where \( a_0(\mu) \) denotes the antenna element gain pattern that is identical for all antennas. The transformation between \( \mu \) and its corresponding spatial angle \( \theta \) is given by \( \mu = -2\pi \sin(\theta)\Delta_k/\lambda \), where \( \Delta_k \) denotes the identical antenna spacing and \( \lambda \) is the wavelength of the signal.

We consider an OFDM implementation that is described in [12], i.e., an additional CP, which is known as the window part of the symbol, is added and is pulse shaped to reduce the out of band emission during the transmission. At the receiver both the window part and the CP are discarded and the rectangular receiver filter is implemented by the DFT. Thereby, the pulse shaping function has no influence on the effective channel. Let \( T_s = 1/(N_{R} \cdot \Delta_k) \) represent the sampling period and \( \Delta_k \) denotes the subcarrier spacing. The sampled CTF \( H_{\ell} \) in (1) is given by

\[
H_{\ell} = \sum_{\ell=1}^{L} d_{\ell} a_{\ell}(\theta_{R_{1}},\ell)a_{\ell}^T(\theta_{T_{1}},\ell)e^{j(-1)\mu_{\ell} t},
\]

where \( \mu_{\ell} = -2\pi \gamma_{\ell}\Delta_k \). It is assumed that \( \gamma_{\ell}\Delta_k < 1, \forall \ell \).

Our goal is to design \( W[m], F[m], \) and \( s_n[m], \forall n,m \), such that the channel parameters \( \mu_{\ell}, \forall \ell, \in \{T, R\} \) and \( d_{\ell}, \forall \ell \) are accurately estimated at the receiver.

II-B. The Proposed Training Procedure

We divide the total \( N_t \) training OFDM symbols into \( N_t \) training frames, each consisting of \( N_T \) OFDM symbols \(^2\). That is, \( N_t = N_t \cdot N_T \). The analog precoding and decoding matrices remain constant in one training frame whereas they might change in different frames. The same time-frequency pilot patterns and training symbols are used in all frames and on different pilot subcarriers. The accumulated pilot matrix \( S = [s_1[1] \cdots s_{N_T}[N_T]] \in \mathbb{C}^{N_T \times N_T} \) in each frame is a scaled orthogonal matrix, i.e., \( SS^H = \gamma I_{N_T} \). After

\(^1\)Our proposed channel estimation algorithms can be used for any centrosymmetric antenna arrays, e.g., they can be extended to uniform rectangular arrays for a joint estimation of azimuth and elevation angles \([10]\).

\(^2\)The use of \( N_T \) OFDM symbols is sufficient to compute the inverse of the training matrix \( S \) in one frame.

III. MULTI-STAGE 3-D UNITARY ESPRIT IN DFT BEAMSPACE BASED CHANNEL ESTIMATION

In this section, we discuss the proposed channel estimation methods using the 3-D Unitary ESPRIT algorithm in DFT beamspace. To this end, the matrix \( W[m] \) comprises \( N_t \) consecutive phase shifted rows of a \( M_T \times \hat{M}_T \) DFT matrix starting from the \( k_{(n,p)} \)-th row and \( F[m] \) comprises \( N_T \) consecutive phase shifted columns of a \( M_T \times \hat{M}_T \) DFT matrix starting from the \( k_{(n,p)} \)-th column as defined in [10]. Note that once the estimates of the spatial frequencies \( \mu_{\ell}, \forall \ell \), are obtained, the complete gain vector \( d \) can be estimated by using a least squares (LS) method, e.g., a LS estimate of \( d \) could be computed by \( d = (B_1 \otimes B_2 \otimes B_{R_{1}})^{-1} y_{\ell} \) via (5). To estimate the spatial frequencies, we use the 3-D Unitary ESPRIT in DFT beamspace algorithm. Compared to Standard ESPRIT, the Unitary ESPRIT algorithm has a reduced computational complexity due to a real-valued implementation and provides an enhanced performance due to the inherent forward-backward averaging (FBA). However, similarly as the Standard ESPRIT in DFT beamspace algorithm in [9], the Unitary ESPRIT algorithm in DFT beamspace requires prior information of the sectors of interest for the spatial frequencies in order to reduce the number of required training frames. Therefore, we estimate the spatial frequencies and the complex path gains in two stages: a) a coarse estimation step, where coarse estimates of (dominant) spatial frequencies and corresponding path gains are obtained. The estimated spatial frequencies are used to define sectors of interest in the DFT beamspace. The term “sector of interest” is inherited from the context of array signal processing [10]. It comes from the fact that a beamforming matrix comprising of consecutive rows of a DFT matrix forms a beam pattern encompassing only a certain range of angular locations, namely, the sector of interest; b) a fine estimation step, in which high-resolution estimates of the spatial frequencies are computed by using the 3-D Unitary ESPRIT in DFT beamspace algorithm. In this step, the training is carried out based on the selected channel estimation strategies and the sector(s) of interest, which are defined in the coarse estimation step. The coarse estimation is discussed in Section III-A. The proposed fine channel estimation algorithms to obtain high resolution channel estimates and the corresponding training procedure are described in Sections III-B and III-C, respectively.

III-A. Coarse estimation

Coarse estimation of channel parameters: The coarse estimates can be obtained by using an advanced antenna / hardware architecture, e.g., a multi-band antenna together with a fully digital sub-6 GHz hardware, e.g., [13], or by using a pre-estimation, e.g.,
The square matrices divide dimension to increase the number of snapshots [9]. To this end, we need to perform spatial smoothing on the frequency axis; we make sure that an automatic pairing of the spatial frequencies in the null space of the interference. Compared to the joint estimation, the number of required training frames in the fine estimation step so that high-resolution estimates of the spatial frequencies can be obtained. The sectorization rule is used along the Rx and the Tx dimension; b). In the $s_{th}$ sector ($s_{th} \in \{1, \ldots, N_{s}R\}$) along the Rx dimension and the $s_{th}$-th sector ($s_{th} \in \{1, \ldots, N_{s}T\}$) along the Tx dimension, we make sure that $\max_{s_{th} \in \{1, \ldots, N_{s}T\}} \left| \mu_{s_{th}} - \mu_{s_{th}} \right| \leq \zeta_{R}$ and $\max_{s_{th} \in \{1, \ldots, N_{s}T\}} \left| \mu_{s_{th}} - \mu_{s_{th}} \right| \leq \zeta_{T}$, where $\mu_{s_{th}}$ and $\mu_{s_{th}}$ denote the spatial frequencies within the sector of interest, and $\zeta_{R}$ and $\zeta_{T}$ represent the starting row and column of the corresponding sectors, respectively. The scalars $\zeta_{R}$ and $\zeta_{T}$ denote the maximum offset from the center of the sector. Obviously, when $\zeta_{R}$ and $\zeta_{T}$ decrease, the number of sectors increases.

### III-B. Fine estimation via a joint estimation of all paths

A joint estimation of all the spatial frequencies can be achieved by forming an enlarged effective sector of interest such that there are no spatial frequencies outside of the effective sector of interest. To this end, we use different precoding or decoding matrices in different training frames and should concatenate different $y_{s}$, $t$.

Let us define $\kappa \in \{1, \ldots, \kappa_{l}\}$ and $\bar{k} \neq \kappa$. According to the sectorization rule in Section III-A, $y_{s}$ and $y_{s}$ might contain repeated samples due to the scan of overlapping sectors of interest, e.g., when $W_{s}$ and $W_{s}$ have same rows. Therefore, during the concatenation we will average over repeated samples in $y_{s}$. At the end we obtain

$$y_{\text{eff}} (y_{\text{diff}}) = \left( B_{f} \circ B_{T}^{\text{diff}} \circ B_{R}^{\text{diff}} \right) \cdot d + z_{\text{eff}}^{\text{diff}},$$

where $B_{f}^{\text{diff}}$ and $B_{R}^{\text{diff}}$ are defined similarly.

### III-C. Fine estimation via a sequential estimation of spatial frequencies in different sectors

Fine estimates of the spatial frequencies can also be obtained by first suppressing the interference caused by frequencies outside of the sector of interest, and then applying the 3-D Unitary ESPRIT in DFT beamspace. There are two methods to suppress the interference, i.e., subtracting the interference and projecting into the null space of the interference. Compared to the joint estimation, the number of training frames and the computational complexity can be significantly reduced by using sector-wise channel estimation because there are fewer channel parameters in each sector. When the sector-wise method is used, we make sure that the spatial frequencies to be estimated in each sector along the Tx dimension and along the Rx dimension correspond to the same path. Therefore, the number of required training frames in the fine estimation step
reduces to $\kappa_1 = \max(N_t, N_t R)$. Moreover, we have a one-to-one mapping between the $k$-th training frame and the $k$-th sector.

**Successive sector-wise interference cancellation (SsIC)** Let $\hat{A}_{k, n}, \hat{A}_{T, n}, \text{and} A_{R, k}$ represent estimated array steering matrices, which comprise the steering vectors that do not lie in the $k$-th sector. Let $\hat{d}$, $\hat{d}_n$, $\tilde{P}$ contain the complex gains of the paths that are not in the $k$-th sector, e.g., obtained from the coarse estimation step. When the SsIC method is applied, the effective signal to be used for channel estimation in the $k$-th training frame is given by

$$y^{(s)}_n = y_n - (\Phi^T \otimes F_n^T \otimes W_n^H)(\hat{A}_{k, n} \odot \hat{A}_{T, n} \odot \hat{A}_{R, k}) \cdot \hat{d}_n.$$  

The estimated spatial frequencies and the corresponding path gains will be used for parameter estimation in the next sector. Therefore, the estimation order will affect the final performance. In our design the estimation order is based on the path gain. Let $d_\ell$ contain the path gains of the paths that are in the $k$-th sector. Then our design starts with the sector that contains the largest channel gains, i.e., $\kappa = \arg \max_{\ell} |d_\ell|^2$.

**Successive null space projection (SNSP)** Let $\mathcal{L}_C \subset \{1, \ldots, L\}$ be a subset that contains the paths of interest in the $k$-th sector, where $\mathcal{L}_C \cap \mathcal{L}_n = \emptyset$ and $\mathcal{L}_1 \cup \cdots \cup \mathcal{L}_{n_k} = \{1, \ldots, L\}$. When the SNSP method is applied, the effective signal to be used for channel estimation is given by

$$y^{(nsp)}_n = \prod_{j \notin \mathcal{L}_n} (I_{N_t} \otimes (I_{N_T} - B_{T, n,j}) \otimes (I_{N_R} - B_{R, n,j})) y_n,$$

where $B_{T, n,j} = F_{n}^T a_T([\mu_{T, j}^2]) a_T([\mu_{T, j}]) F_n \in \mathbb{C}^{N_T \times N_T}$ and $B_{R, n,j} = W_{n}^H a_R([\mu_{R, j}^2]) a_R([\mu_{R, j}]) W_n \in \mathbb{C}^{N_R \times N_R}$ for $j \in \{1, \ldots, L\}$ and $j \notin \mathcal{L}_n$. The same estimation order used for the SsIC algorithm is applied.

**IV. SIMULATION RESULTS**

The proposed multi-stage 3-D Unitary ESPRIT in DFT beamspace based channel estimation algorithm is evaluated using Monte-Carlo simulations. The transmit power of the pilots $P_{\text{pilot}}$ is set to unity and is equally allocated to $N_t$ pilot tones in one OFDM symbol. We define the SNR of the pilots as $\text{SNR}_{\text{pilot}} = 1/(N_t \sigma_n^2)$. We set $N_{\text{fft}} = 64$ and $L = 6$. The random complex gain is ZMCSGC distributed with $\sum_{f=1}^L \mathbb{E}[|d_\ell|^2] = 1$. In each OFDM symbol $N_t = 25$ consecutive subcarriers, starting from the first non-DC subcarrier are used as pilot subcarriers. The inter-element spacing of the ULA is equal to half of the wavelength and isotropic antenna elements are used. We assume $M_T = M_R = 16$, $N_T = N_R = 4$, and $L_I = 18$ virtual subarrays in the frequency dimension, each with $M_{\text{sub},1} = 8$ elements. The training matrix $S$ is a scaled DFT matrix with a scaling factor $\gamma = \sqrt{P_{\text{pilot}} \frac{N_T}{N_t N_T}}$ during the coarse estimation stage and $\gamma = \sqrt{P_{\text{pilot}} \frac{N_T}{N_t M_T N_T}}$ during the fine estimation stage. The minimum distance to the center of the sector is $\zeta = 2L_1 \tau / M_T$. We investigate the performance of the estimation algorithm for both spatial frequencies and the channel. For the former one the mean squared error (MSE) is used as the criterion, i.e.,

$$\text{MSE} = \frac{1}{3L} \mathbb{E} \left\{ \sum_{f \in \{1,T,R\}} \sum_{\ell=1}^L \left( \mu_{f, \ell} - \hat{\mu}_{f, \ell} \right)^2 \right\}.$$  

Let us define $h_{\text{vec}} = (A_T \odot A_T \odot A_R) \cdot d$. The channel estimation performance is evaluated using the normalized mean squared estimation error (NMSE), i.e.,

$$\text{NMSE} = \mathbb{E} \left\{ \frac{\| h_{\text{vec}} - \hat{h}_{\text{vec}} \|^2}{\| h_{\text{vec}} \|^2} \right\}.$$  

**V. CONCLUSION**

A gridless two-stage 3-D Unitary ESPRIT in DFT beamspace based channel estimation algorithm has been proposed to estimate the CSI of a hybrid mmWave massive MIMO system. Based on a coarse estimate, the proposed algorithm provides high resolution estimates without scanning the whole DFT beamspace. The required training protocol, analog processing as well as pilot patterns have been discussed and developed. Simulation results show that the proposed channel estimation algorithm provides accurate estimates of both the CSI and the spatial frequencies using only a few training symbols.
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