Efficient Computation of the PARAFAC2 Decomposition via Generalized Tensor Contractions
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Abstract—The PARAFAC2 decomposition is a generalization of the PARAFAC/CP (Canonical Polyadic) tensor decomposition. This tensor decomposition represents a set of coupled matrix decompositions with one mode in common, i.e., one of the components varies along the set of matrices (tensor slices), whereas the second component stays constant. It has many applications including the analysis of chromatographic data, data clustering, and biomedical signal processing. Typically, the PARAFAC2 decomposition is described using a slice-wise notation, where each of the slices corresponds to one of the matrix decompositions. In this paper, we first present a generalization of the slice-wise multiplication based on the tensor contraction operator, where the generalized contraction operator represents an inner product between two tensors of compatible dimensions. Next, we express the PARAFAC2 decomposition in terms of this new tensor model resulting in a constrained CP model. Moreover, we show that this new description opens an efficient single loop way to compute the PARAFAC2 decomposition based on the generalized tensor contraction.

I. INTRODUCTION

The PARAFAC2 tensor decomposition initially proposed in [1] has many applications in multidimensional data analytics. For instance, it can be used in biomedical application when analyzing time-shifted signals. In [2] and [3] the PARAFAC2 decomposition is used for the identification of the dominant signal components in EEG signals resulting from visual-evoked potentials for each of the different time-shifted channels. Moreover, in [4] PARAFAC2 is used for the analysis of somatosensory evoked magnetic fields and somatosensory evoked electrical potentials. Furthermore, an algorithm for the computation of the coupled PARAFAC2 decomposition is proposed in [5] for the joint analysis of somatosensory evoked magnetic fields and electrical potentials.

Usually the PARAFAC2 decomposition is defined using a slice-wise (matrix) representation. This slice-wise description does not reveal the tensor structure explicitly. As an alternative, we propose to represent the slice-wise multiplication by a generalized contraction of two tensors to derive an explicit tensor description (constrained CP (Canonical Polyadic) decomposition) of the data tensor. The tensor contraction defines an inner product between two tensors with compatible dimensions [6]. Moreover, in [7] and [8] we show that the tensor contraction can be efficiently computed using the concept of the generalized unfoldings. The resulting constrained CP representation leads to a new tensor model that does not depend on a chosen unfolding. In this paper we exploit this representation to reveal the tensor structure of the PARAFAC2 model.

The computation of the PARAFAC2 decomposition can be performed based on indirect fitting algorithms and direct fitting algorithms. The indirect fitting approach originally proposed in [9] tries to fit the cross product that is equivalent to a symmetric PARATUCK2 decomposition [10]. On the other hand, in [11] a direct fitting algorithm is proposed consisting of two loops for the computation of the PARAFAC2 decomposition. In this paper, we propose a single loop direct fitting algorithm for PARAFAC2 that has been derived via generalized tensor contractions. The proposed single loop algorithm requires fewer iterations as compared to algorithms with two loops.

The rest of the paper is organized as follows. In Section II we introduce the notation and the contraction properties for element-wise and slice-wise multiplications. The novel formulation of the PARAFAC2 model as constrained CP is presented in Section III. The single loop, direct fitting algorithm based on this model is presented in Section IV. The performance of the proposed algorithm is evaluated in Section V based on simulation results. Finally, in Section VI we conclude this paper.

II. CONTRACTION PROPERTIES FOR ELEMENT-WISE AND SLICE-WISE MULTIPLICATION

We use the following notation. Scalars are denoted either as capital or lower-case italic letters, A, a. Column vectors and matrices are denoted as bold-faced lower-case and capital letters, α, A, respectively. Tensors are represented by bold-faced calligraphic letters, A. The following superscripts, T, H−1, and * denote transposition, Hermitian transposition, matrix inversion, and Moore-Penrose pseudo inversion, respectively. The outer product, Kronecker product, and Khatri-Rao product are denoted as ⊗, ⊗◇t0, and ⊗. The Frobenius norm, respectively. The operators || ||F and || ||H denote the Frobenius norm and the higher order norm, respectively. Moreover, the n-mode product between a tensor A ∈ C(I1×I2×...×IN) and a matrix B ∈ C(J1×I1) is defined as A ×nB, for n = 1, 2,...,N. A super-diagonal or identity N-way tensor of dimension R×R×...×R is denoted as I(N). Similarly, an identity matrix of dimension R×R is denoted as I(R). We denote a column vector of ones of length R as 1R. The n-th 3-mode slice of a tensor A ∈ C(I1×J1×K1×...×MN) is denoted as A(n), and accordingly one element of this tensor is denoted as A(i,j,k,...,n). The first mode vectors of the tensor A are denoted by A(i,j,...,n). Furthermore, a matricization (which means transforming a tensor into a matrix) is also called an unfolding or flattening. For instance, the set of modes (1,2,...,N) of a N-way tensor A can be divided into two non-overlapping, P and N − P dimensional subsets, (α(1)) = {α(1)1,...,α(P)} and α(2) = {α(P+1),...,α(N)}, respectively. This leads to the generalized unfolding [A](α(1),α(2)), where the indices contained in α(1) vary along the rows and the
The contraction \(A \cdot^m C\) between two tensors \(A \in \mathbb{C}^{I_1 \times \ldots \times I_N}\) and \(C \in \mathbb{C}^{J_1 \times \ldots \times J_N}\) represents an inner product of the \(m\)-th mode of \(A\) with the \(m\)-th mode of \(C\), provided that \(I_m = J_m\) [6]. Contraction along several modes of compatible dimensions is also possible, which is called generalized contraction. Accordingly, the generalized contraction along two modes is denoted as \(A \cdot_{n,k}^m C\). In particular, the contraction along two modes between the tensors \(A \in \mathbb{C}^{I_1 \times \ldots \times I_N \times N}\) and \(C \in \mathbb{C}^{I_1 \times \ldots \times I_N \times K}\) is defined as [6],

\[
(A \cdot_{1,2}^3 C)_{i,j,k} = \sum_{n=1}^{N} \sum_{m=1}^{M} A_{i,j,m,n} \cdot C_{m,n,k} = \mathcal{T}_{i,j,k}.
\]

This example represents a contraction of the 3-rd and 4-th mode of \(A\) with the 1-st and 2-nd mode of \(C\), respectively.

Using the concept of the generalized unfoldings [13], [7], it can be shown that the tensor contraction satisfies

\[
[A \cdot_{1,2}^3 C]_{i,j,k} = [A]_{i,(1,2),3} \cdot [C]_{(1,2),3} = [A \cdot_{1,2}^3 C]_{1,2} = [A]_{i,(1,2),3} \cdot [C]_{(1,2),3}.
\]

In the generalized unfolding \([A]_{(1,2),3}\) the 1-st and the 2-nd mode vary along the rows and the 3-rd and the 4-th mode vary along the columns of the resulting matrix.

First, let us consider a Hadamard product (element-wise multiplication) between two vectors \(a \in \mathbb{C}^{M \times 1}\) and \(b \in \mathbb{C}^{M \times 1}\), \(c \in \mathbb{C}^{M \times 1}\) with elements \(c_{(m)} = (a_{(m)} \cdot b_{(m)})\), \(\forall m = 1, \ldots, M\). The Hadamard product can be expressed via the multiplication of a diagonal matrix and a vector, \(a \odot b = \text{diag}(a) \cdot b = \text{diag}(b) \cdot a\). The matrix multiplication is equivalent to the contraction \(\odot_2\). Therefore, we get

\[
c = a \odot b = \text{diag}(a) \cdot b = \text{diag}(b) \cdot a.
\]

Likewise, for a Hadamard product between two row vectors, we get \(a^T \odot b^T = a^T \cdot b = b^T \cdot a = (a^T)^T\).

Next, for the Hadamard product between two matrices \(A \in \mathbb{C}^{M \times N}\) and \(B \in \mathbb{C}^{M \times N}\), \(C_{(m, n)} = A_{(m, n)} \cdot B_{(m, n)}\), \(\forall m = 1, \ldots, M\) and \(n = 1, \ldots, N\), we can show that \(C = A \odot B = \text{diag}(A) \cdot \text{diag}(B)\). Here \(D_{AB} \in \mathbb{C}^{M \times M \times N \times N}\) and \(D_{AB} = \text{diag}(A, B)\) are diagonal tensors where the non-zero elements \(D_{A(m,n,m,n)} = A_{(m,n)}\) and \(D_{B(m,n,m,n)} = B_{(m,n)}\), respectively. As an alternative, we also have

\[
C = A \odot B = \text{diag}(A) \cdot \text{diag}(B) = \text{diag}(C) = \text{diag}(C^T) = C^T.
\]

Furthermore, a slice-wise multiplication of two tensors \(A \in \mathbb{C}^{M \times N \times K}\) and \(B \in \mathbb{C}^{N \times J \times K}\) is defined as \(T_{(1, \ldots, k)} = A_{(1, \ldots, k)} \cdot B_{(1, \ldots, k)}\). To express this slice-wise multiplication we can diagonalize \(B\) to obtain

\[
T_1 = A \cdot_{1,3}^1 B, \quad T_2 = A \cdot_{2,3}^1 B, \quad T_3 = A \cdot_{3,3}^1 B.
\]

Further combinations are also possible that lead to the same result, for instance, \(T_2 = D_B \cdot_{1,2}^3 A\) and \(T_3 = D_A \cdot_{2,3}^3 B\) with \(D_A \in \mathbb{C}^{M \times N \times K}\) as diagonal elements (non-zero elements of \(D_A\)). Note that the tensors \(T_1, T_2, T_3\) computed in this way have permuted dimensions. However, the permuted ordering of the dimensions is not relevant.

An explicit expression of the diagonalized tensor can be obtained by expressing its generalized unfolding in terms of a Khatri-Rao product as illustrated in Table I.

**Table I: Link between diagonalized tensor structures and their generalized unfoldings.**

<table>
<thead>
<tr>
<th>non-zero elements</th>
<th>generalized unfoldings</th>
</tr>
</thead>
<tbody>
<tr>
<td>(D_{A(m,n)})</td>
<td>(D = \text{diag}(A))</td>
</tr>
<tr>
<td>(D_{B(m,n)})</td>
<td>(\text{vec}(A) \odot B)</td>
</tr>
<tr>
<td>(D_{A(m,n,m,n)})</td>
<td>(\text{diag}(A) \odot \text{diag}(B))</td>
</tr>
</tbody>
</table>

Based on these examples we can conclude that the element-wise or slice-wise multiplication between two arrays (vectors/matrices/tensors) of the same order can be written in terms of a contraction if the corresponding mode vectors are transformed into a diagonal matrix (by adding an additional array dimension). The diagonalization can be performed using the Khatri-Rao product as shown in Table I.

### III. PARAFAC2 via Generalized Tensor Contractions

According to [1] the PARAFAC2 decomposition of a tensor \(X \in \mathbb{C}^{J_1 \times J_2 \times \ldots \times J_K}\) is defined in the following slice-wise fashion.

\[
X_{k} = A \cdot \text{diag}(C_{(k)}) \cdot B_{k}^T, \quad \forall k = 1, \ldots, K
\]

It can be interpreted as a coupled matrix decomposition of \(K\) matrices \(X_k \in \mathbb{R}^{I_s \times J_k}\) where the matrix \(A \in \mathbb{R}^{I_s \times R}\) is the coupled mode. The rows of the matrix \(C \in \mathbb{R}^{K \times R}\) contain the weights corresponding to the \(R\) underlying components. The second mode is not coupled and therefore each \(X_k\) matrix has a different loading factor \(B_k^T \in \mathbb{R}^{R \times J_k}\). In general, the PARAFAC2 decomposition is not unique. However, in [1] it has been shown that it is essentially unique under mild conditions if \(B_k^T \cdot B_k = F_k^T \cdot F_k\) such that \(B_k^T \cdot B_k = F_k^T \cdot V_k\), \(V_k \cdot V_k^T = I_K\), and \(K\) large enough. This is known as the Harshman constraint [1].

The slice-wise description of PARAFAC2 is visualized in Fig. 1. It can be regarded as a slice-wise multiplications of two tensor, which can be expressed in terms of the generalized contraction as proposed in Section II. The resulting tensor structure enables a simultaneous view of all dimensions, leading to an efficient computation of the PARAFAC2 decomposition.

First, let us define \(X_{(\ldots, k)} = A \cdot C_{(\ldots, k)} \cdot B_{(\ldots, k)}\) with \(X_{(\ldots, k)} = X_k (X \in \mathbb{R}^{I_s \times J_k}), C = I_3 \times R \times C \in \mathbb{R}^{R_X \times R}, \) and \(B_{(\ldots, k)} = B_k^T (B \in \mathbb{R}^{R_X \times J_k})\). Using the Harshman constraint and defining \(V_k \in \mathbb{R}^{R_X \times R}\), we get

\[
B = V \cdot F, \quad B_{2,3} \cdot B = K \cdot F \cdot F \in \mathbb{R}^{R_X \times R}, \quad V_{2,3} = F \cdot F \cdot F \in \mathbb{R}^{R_X \times R}.
\]
Using the generalized tensor contraction, we can rewrite the PARAFAC2 decomposition of the tensor $X$ as
\[
X = \mathcal{D} C \times_1 A \times_2 \text{diag}(C_{(k,)}) \times_3 B^T_k,
\]
where $[\mathcal{D} C]_{[[1,2,4],[3]]} = I_K \otimes [C]_{[[1,2],[3]]}$. Note the permuted dimensions of the tensor $X$ as compared to (2) due to the definition of the contraction operator. The diagonalized tensor $\mathcal{D} C \in \mathbb{C}^{R \times R \times K \times K}$ has also a BTD (Block Term Decomposition) [14] structure given by
\[
\mathcal{D} C = \sum_{k=1}^K (I_{4,1} \otimes I_{3,1}) \times_3 (e_k \otimes C_{(k,)}) \times_4 e_k,
\]
where the pinning vector $e_k \in \mathbb{R}^K$ is the $k$-th column of an identity matrix of size $K \times K$. Replacing the sum by a block diagonal tensor, we get
\[
\mathcal{D} C = (I_{4,1} \otimes I_{3,1}) \times_1 (I_K \otimes I_R) \times_2 (I_K \otimes I_R) \times_3 \left( (I_K \otimes 1_R) \otimes \text{vec}(C^T)^T \right).
\]
Using equation (4), the property $[\mathcal{X}]_{[[1,2],[3]]} = [\mathcal{D} C \times_1 A]_{[[1,2],[3],[4]]} [B]_{[[1,2],[3]]}$, and the structure of the tensor $\mathcal{D} C$, we get
\[
[X]_{[[1,2],[3]]} = \left( (I_K \otimes 1_R) \otimes \text{vec}(C^T)^T \right) \otimes A (I_K \otimes I_R).
\]
Note that the matrix $[I_{4,1} \otimes I_{3,1}]_{[[1,2],[3],[4]]} \times_1 (I_K \otimes 1_R) \otimes I_{RK}$ is a selection matrix that converts the Kronecker product into a Khatri-Rao product. Using this property and the unfolding of a CP decomposition, we have
\[
[X]_{[[1,2],[3]]} = \left( (I_K \otimes 1_R) \otimes \text{vec}(C^T)^T \right) \otimes A (I_K \otimes I_R).
\]
Hence, the tensor $X \in \mathbb{R}^{I \times K 	imes T}$ can be expressed in the following CP format:
\[
X = \mathcal{I}_{4,1} \times_1 A \times_2 \mathcal{C} \times_3 B^T,
\]
where $A = A (I_K \otimes I_R) \in \mathbb{R}^{I \times RK}$, $C = (I_K \otimes 1_R) \otimes \text{vec}(C^T)^T$ \in $\mathbb{R}^{K \times RK}$, and $B = [B]_{[[2,3],[1]]} = (I_K \otimes F^T) \otimes \text{vec}(C^T)^T \in \mathbb{R}^{I \times RK}$. Equation (5) shows that PARAFAC2 is equivalent to a constrained CP decomposition [15], which is degenerate in all three modes. This decomposition is also referred to in the literature as the constrained factor (CONFAC) decomposition [16], which is a special case of the PARALIN model [17], [18]. As shown in [18], CONFAC/PARALIN models enjoy uniqueness (or partial uniqueness) under mild conditions, depending on their linear dependence structure.

IV. COMPUTATION OF THE PARAFAC2

Assume that the matrices $A$, $C$, and $F$ are known. From the PARAFAC2 tensor model in equation (5) we can estimate $V$, in the LS (Least Squares) sense, as
\[
\mathcal{V}(X)_{[[1,2],[3]]} = (C \otimes A) \cdot (I_K \otimes F^T)^T \cdot \vec{X}_{[[1,2],[3]]}.
\]
This LS estimate does not take into account the orthogonality constraints of the tensor $V$ defined before equation (3). Therefore, it is not applicable in this case. However, it is applicable if the Harshman constraint is not considered. Alternatively, we can estimate the unfolding of the tensor $B$
\[
B = [B]_{[[1,2],[3]]} = (C \otimes A)^T \cdot \vec{X}_{[[1,2],[3]]}.
\]
Simulation results, though, have shown that this approach is less accurate in a noisy case than solving directly the OPP. Therefore, we propose to estimate the tensor $V$ via OPP using directly equation (4). Using the orthogonality properties of $V$ it can be shown that
\[
\tilde{X} = X \times_2 \mathcal{D} \mathcal{V} = \mathcal{I}_{4,1} \times_1 A \times_2 F^T \times_3 C
\]
has a CP structure, where $D \mathcal{V} \in \mathbb{R}^{R \times I \times J \times K \times K}$, $D \mathcal{V}(X)_{[[1,2],[3],[4]]} = I_K \otimes \vec{V} = [\vec{X}]_{[[1,2],[3]]}$ according to Table I. As shown in [19] the best orthogonal estimate of $V$ is provided from $\mathcal{Q} = \mathcal{X}(X)_{[[1,2],[3]]}$, where $D \mathcal{X}(X)_{[[1,2],[3],[4]]} = I_K \otimes [\vec{X}]_{[[1,2],[3]]}$. Then, $\mathcal{V}$ is obtained from
\[
\mathcal{V}(X)_{[[1,2],[3]]} = \mathcal{Q}(X)_{[[1,2],[3]]} \cdot \mathcal{Q}(X)_{[[1,2],[3]]}^T \cdot \mathcal{Q}(X)_{[[1,2],[3]]}^T, \quad \forall k = 1, \ldots, K.
\]
Next, an estimate of the matrix $A$ is obtained from the unfolding $[\mathcal{X}]_{[[1,2],[3]]}$
\[
A = [\mathcal{X}]_{[[1,2],[3]]} \cdot (I_K \otimes I_R) \cdot (B \otimes C)^T.
\]
Utilizing the orthogonality of $V$, an estimate of $F$ follows from equation (6).
\[
F = \hat{X} \otimes_1 A \times_2 \mathcal{C} \times_3 B^T,
\]
where $\hat{X} = \mathcal{I}_{4,1} \times_1 A \times_2 \mathcal{C} \times_3 B^T$. The tensor $B$ is then computed by $B = \mathcal{V} \times_1 F^T$.

Finally, an LS estimate of $C$ is estimated based on the unfolding $[\mathcal{X}]_{[[2,3],[1]]}$ of equation (5).
\[
[X]_{[[2,3],[1]]} = (I_K \otimes I_R) \otimes \text{vec}(C^T)^T \cdot (A \otimes B)^T.
\]
This unfolding represents also an unfolding of a 4-D CP tensor. Hence
\[
X = \mathcal{I}_{4,1} \times_1 A \times_2 \mathcal{C} \times_3 B \times_4 \text{vec}(C^T)^T,
\]
which leads to
\[ \text{vec} \left( C^T \right) = \left( B \odot (I_K \otimes I_R) \odot \tilde{A} \right)^T \cdot \text{vec} \left( X \right). \]

Based on these estimates, we propose a single loop ALS based direct fitting algorithm for the computation of the PARAFAC2 decomposition. The proposed algorithm is initialized with a set of initial values \( A \) chosen based on the SVD of \( \left[ \mathcal{X} \right]_{1(2,3)} \). \( C \) is chosen randomly, and \( F \) as an identity matrix. The algorithm is stopped if it exceeds the predefined maximum number of iterations or reaches a predefined minimum of the cost function \( \epsilon_T = \| \mathcal{X} - \mathcal{X}^T \|_F^2 / \| \mathcal{X} \|_F^2 \), where \( \mathcal{X}^T \) is the reconstructed tensor after the decomposition.

V. SIMULATION RESULTS

In this section we provide comparisons between the direct fitting approaches for the the computation of the PARAFAC2 decomposition based on simulation results. The single loop ALS based algorithm proposed in Section IV is denoted as “P2-ALS”. The ALS algorithm [11] that consists of two ALS loops, an inner and an outer loop is denoted by “P2-ALS, two loops”. Finally, “P2-SMD” denotes an algorithm that is similar to the “P2-ALS, two loops”, but the second loop fits the CP decomposition using a SMD (Simultaneous Matrix Diagonalization) similar to [20]. A distinctive difference between the “P2-SMD” and the SECSI framework [20] is that the “P2-SMD” solves only one SMD instead of all possible SMDs.

For the purpose of comparing the algorithms, “P2-ALS”, “P2-ALS, two loops”, and “P2-SMD”, we generate synthetic data according to equation (2). The elements of the matrices, \( A, C, \) and \( F \) are drawn from a zero mean Gaussian distribution with variance one. The tensor \( \mathcal{V} \) is also randomly generated, such that each slice has orthogonal rows. Next, we add zero mean additive white Gaussian noise with variance \( \sigma_n^2 \) to the generated signal tensor, \( \mathcal{X} = \mathcal{X}_0 + \mathcal{N} \). The tensors \( \mathcal{X}_0 \), \( \mathcal{N} \), and \( \mathcal{X} \) represent the noiseless signal tensor, the noise tensor, and the noisy tensor, respectively. Therefore, the instantaneous SNR (Signal to Noise Ratio) equals \( 10 \log_{10} \left( \| \mathcal{X}_0 \|_F^2 / \| \mathcal{N} \|_F^2 \right) \).

As an accuracy measure, we use the SRE = \( \| \mathcal{X} - \mathcal{X}_0 \|_F^2 / \| \mathcal{X}_0 \|_F^2 \) (Squared Reconstruction Error) where \( \mathcal{X} \) is the reconstructed tensor using the estimated factor matrices. All algorithms are initialized with the same initial factor matrices. The maximum number of iterations for all algorithms is set to 2000 iterations as discussed at the end of the last section. The algorithms are stopped if they reach the maximum number of iterations or if they reach the minimum error of the cost function equal to \( 10^{-7} \).

In Fig. 2 we illustrate the MSRE (Mean Squared Reconstruction Error) as a function of the SNR. Here, the MSRE is the SRE averaged over 2000 realizations. A real-valued tensor with dimensions \( 8 \times 10 \times 12 \) and \( R = 3 \) components is generated. The accuracy of the three algorithms is very similar with the exception of the “P2-SMD” for high SNRs, where its accuracy is slightly lower as compared to “P2-ALS” and “P2-ALS, two loops”. The maximum number of iterations for the inner loop, of the algorithm “P2-ALS, two loops” and “P2-SMD” was set to 5 and 50 iterations, respectively. The average number of iterations for SNR = 20 dB is equal to 122, 137, and 157 for “P2-ALS”, “P2-ALS, two loops” and “P2-SMD”, respectively.

Fig. 3: CCDF of the SRE for real-valued tensors with dimensions \( 8 \times 10 \times 12 \), 3 components, and SNR = 30 dB. The matrix \( C \) has correlated columns with a correlation coefficient of 0.8. All algorithms are initialized with same initial matrices. The vertical lines represent the mean value.

In Figs. 3 and 4 we depict the CCDF (Complementary Cumulative Distribution Function) of the SRE and the number of iterations, respectively, for a real-valued tensor with correlation. The decomposed tensor consists of \( R = 3 \) components and it has dimensions \( 8 \times 10 \times 12 \). As previously mentioned, its factor matrices \( A, C, \) and \( F \) are drawn from a zero mean Gaussian distribution with variance one. However, the matrix \( C \) has correlated columns with a correlation coefficient of 0.8. The SREs presented in Fig. 3 correspond to an SNR of 30 dB and 2000 realizations. The vertical lines represent the mean values for each curve. In Fig. 4 we depict the CCDF.
of the number of iterations for these 2000 realizations. The initializations are identical for all algorithms. For the “P2-ALS, two loops” and “P2-SMD” we only count the number of iterations of the outer loop, not of the inner one. The vertical lines represent the averaged number of iterations equal to 278, 466, and 95 for “P2-ALS”, “P2-ALS, two loops”, and “P2-SMD”, respectively. The algorithms “P2-ALS” and “P2-ALS, two loops” have the same accuracy in terms of SRE, but the “P2-ALS” requires fewer iterations. The algorithm “P2-SMD” has different convergence properties with a lower accuracy. According to Fig. 4, the “P2-SMD” requires the lowest number of iterations for the outer loop, but the inner loop was set to a maximum number of 50 iterations.

Fig. 4: CCDF of the number of iterations for real-valued tensors with dimensions $8 \times 10 \times 12$, 3 components, and SNR= 30 dB. The matrix $C$ has correlated columns with a correlation coefficient of 0.8. All algorithms are initialized with the same initial matrices. The vertical lines represent the averaged number of iterations equal to 278, 466, and 95 for “P2-ALS”, “P2-ALS, two loops”, and “P2-SMD”, respectively.

VI. CONCLUSION

This paper provides an application of a novel tensor representation derived using the generalized contraction between two tensors for a slice-wise (matrix) multiplication. This representation leads to new tensor models that reveal the complete tensor structure. In this paper we reveal the tensor structure of the PARAFAC2 tensor decomposition. PARAFAC2 is equivalent to a constrained, degenerate CP model. Unitizing this model, we derive a direct fitting, single loop ALS algorithm (“P2-ALS”). This “P2-ALS” algorithm has the same accuracy, but requires fewer iterations as compared to the state-of-art direct fitting ALS algorithm with two loops.
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