Performance Analysis of ESPRIT-Type Algorithms for Co-Array Structures
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Abstract—In the recent field of co-array signal processing, sparse linear arrays are processed to form a virtual uniform linear array (ULA), termed co-array, that allows to resolve more sources than physical sensors. The extra degrees of freedom (DOFs) are leveraged by the assumption that the signals are uncorrelated, which requires a large sample size. In this paper, we first review the Standard ESPRIT and Unitary ESPRIT algorithms for co-array processing. Secondly, we propose a performance analysis for both methods, which is asymptotic in the effective signal-to-noise ratio (SNR), i.e., the results become exact for either high SNRs or a large sample size. Based on the derived analytical expressions, we study the effects of a finite number of samples such as the residual sample signal correlation and the sample noise contribution on the estimation accuracy of the proposed algorithms. Simulation results verify the derived analytical expressions.

Index Terms—Performance analysis, ESPRIT, co-array, parameter estimation.

I. INTRODUCTION

Extracting the directions of arrival (DOAs) of impinging signals plays a central role in sensor array signal processing [1]. This task is required in many applications such as radar, sonar, and wireless communications. Among the subspace-based parameter estimation algorithms, ESPRIT-type algorithms [2], [3] are often preferred due to their low complexity and their high-resolution capabilities.

It is well known that assuming an M-element uniform linear array (ULA), the conventional subspace-based DOA estimation algorithms such as MUSIC [1] and ESPRIT can resolve at most \( M - 1 \) uncorrelated signals. To circumvent this limitation, an emerging interest has been on addressing the underdetermined DOA estimation problem, i.e., resolving more sources than the number of sensors. In particular, several sparse (non-uniform) linear array geometries such as minimum redundancy arrays (MRAs) [4], nested arrays [5], and co-prime arrays [6] have been proposed. These array structures allow for the construction of a larger virtual ULA, also termed co-array, that can resolve up to \( M - 1 \) uncorrelated signals. However, ESPRIT-type algorithms [2], [3] are often preferred due to their low complexity and their high-resolution capabilities.

As a drawback, co-array processing heavily relies on the assumption that the received signals, the noise samples, and the signals and the noise are statistically uncorrelated. However, only for the infinite sample case, the sample signal covariance matrix and the sample noise covariance matrix become diagonal and the sample signal-noise-cross-correlation matrix vanishes. Therefore, co-array-based DOA estimation algorithms only perform well in a large sample scenario. Yet, in practice, only a small sample size may be available, which leads to a performance degradation due to the residual sample signal correlation in the signal covariance matrix, the non-diagonal sample noise covariance matrix and the non-zero sample signal-noise correlation. The impact of these effects on the estimation accuracy of co-array-based DOA algorithms has so far not been analyzed.

Despite the growing research interest in co-array processing, the analytical performance of co-array-based DOA estimation algorithms still remains to be investigated. The performance of MUSIC and ESPRIT for the physical array model has been thoroughly studied in [9], [10], [11]. Note that the performance framework in [11] is more general than the one in [10] as the resulting first-order error expression is deterministic in the small noise contribution and thus does not require any assumptions on the noise statistics, e.g., Gaussianity. Moreover, it is asymptotic in the effective signal-to-noise ratio (SNR), i.e., the results become accurate for either high SNRs or a large sample size. Hence, [11] is even valid for the small sample case if the SNR is sufficiently high. More recently, the performance of ESPRIT-type algorithms with spatial smoothing for the physical array model based on [11] has been derived in [12]. For the virtual co-array model, the analytical performance for co-array-based MUSIC was recently derived in [13].

In this paper, we first review the Standard ESPRIT and Unitary ESPRIT algorithms designed for co-array processing. Secondly, we present a first-order performance analysis for the mean square error (MSE) both methods adopting [11], which is asymptotic in the effective SNR and thus also valid for a small sample size. Based on these analytical expressions, we study the effects of a finite number of samples, resulting in a residual sample signal correlation and sample noise correlation, on the estimation accuracy of the proposed ESPRIT-type algorithms with spatial smoothing for the virtual co-array model based on [11] has been derived in [12]. For the virtual co-array model, the analytical performance for co-array-based MUSIC was recently derived in [13].
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The array response vectors can be expressed by the linear model
\[ x(t) = A_s(t) + n(t) \in \mathbb{C}^{M \times 1}, \quad t = 1, \ldots, N, \]  
(2)
where \( A = [a(\mu_1), \ldots, a(\mu_d)] \in \mathbb{C}^{M \times d} \) is the array steering matrix, which contains the array steering vectors \( a(\mu_d) \) for the \( d \) spatial frequencies. The vector \( s(t) \in \mathbb{C}^{d \times 1} \) represents the source signals, \( n(t) \in \mathbb{C}^{M \times 1} \) consists of the additive sensor noise samples, and \( N \) denotes the number of snapshots.

The spatial covariance matrix \( R \in \mathbb{C}^{M \times M} \) of (2) is given by
\[ R = \mathbb{E} \{ x(t)x^H(t) \} = AR_sA^H + AR_n + RA_sA^H + RA_n, \]  
(3)
where \( R_s = \mathbb{E} \{ s(t)s^H(t) \} \in \mathbb{C}^{d \times d} \) is the signal covariance matrix, \( R_n = \mathbb{E} \{ n(t)n^H(t) \} \in \mathbb{C}^{M \times M} \) is the noise covariance matrix, and \( RA_n \) are the signal-noise cross-correlation matrices.

A. Infinite Sample Case

Assuming ergodicity of the signals and the noise, we make the following assumptions in the infinite sample scenario, i.e., \( N \to \infty \):

A.1 The source signals are uncorrelated and circularly symmetric complex Gaussian distributed, i.e., \( R_s = \text{diag} \{ P_1, \ldots, P_d \} \in \mathbb{R}^{d \times d} \), where \( P_i \) is the power of the i-th signal.

A.2 The noise samples are white circularly symmetric complex Gaussian distributed with variance \( \sigma_n^2 \) and uncorrelated from the signals, i.e., \( R_n = \sigma_n^2 I_M \) and \( RA_n = R_{An} = 0 \).

Under these assumptions, the spatial covariance matrix \( R \) reduces to
\[ R = AR_sA^H + \sigma_n^2 I_M. \]  
(4)

Applying the vectorization operator to (4), we obtain the model
\[ r = \text{vec} \{ R \} = A_s p + \sigma_n^2 e \in \mathbb{C}^{M^2 \times 1}, \]  
(5)
where \( A_c = A^* \odot A \in \mathbb{C}^{M^2 \times d} \) with \( \odot \) denoting the Khatri-Rao product (column-wise Kronecker product). Moreover, \( p = [P_1, \ldots, P_d]^T \in \mathbb{C}^{d \times 1} \) contains the signal powers and \( e = \text{vec} \{ I_M \} \in \mathbb{R}^{M^2 \times 1} \).

It was observed in [5] that (5) can be interpreted as a deterministic array response vector (single snapshot) of the virtual array described by \( A_c \) that receives the source vector \( p \) under the sensor noise \( \sigma_n^2 e \). The matrix \( A_c \) corresponds to the array steering matrix of the virtual array whose sensor positions are given by the difference set \( D = \{ (k_m - k_s) \delta, m = 1, \ldots, M \} \). Note that \( D \) contains several repeated virtual elements associated with the same sensor location. By selecting the corresponding virtual source positions and averaging over the repeated sensor positions of \( A_c \), to reduce the sensor noise via the selection matrix \( \Gamma \) according to [13], a steering matrix \( \hat{A}_c \) corresponding to a virtual ULA can be constructed, i.e., \( \hat{A}_c = \Gamma A_c \).

Thus, we obtain the model
\[ z = \Gamma r = \hat{A}_c p + \sigma_n^2 \Gamma e \in \mathbb{C}^{M^2 \times 1}, \]  
(6)

If the physical array is properly designed, the number of sensors \( M \) of the virtual ULA, which determines the degrees of freedom (DOF), can be larger than the number of sensors \( M \) of the physical array. The case \( M > M \) will be assumed throughout this work. Hence, by performing parameter estimation on the virtual array instead of the physical array, more sources than sensors can be resolved.

B. Finite Sample Case

In practice, the true covariance matrix \( R \) is not available and usually estimated by its sample covariance matrix. To this end, the \( N \) consecutive snapshots of the measurement data are expressed in matrix form as \( X = AS + N \in \mathbb{C}^{M \times N} \), where \( S \in \mathbb{C}^{d \times N} \) and \( N \in \mathbb{C}^{M \times N} \) contain the symbol vectors \( s(t) \) and the noise vectors \( n(t) \), respectively. Then, the sample covariance matrix is given by \( \hat{R} = \frac{1}{N} XX^H \) such that assumptions A.1 and A.2 are only satisfied for \( N \to \infty \). In the finite (small) sample case, however, \( \hat{R} \) is a poor estimate of \( R \) as assumptions A.1 and A.2 are not valid for \( R \). In particular, expanding the sample covariance matrix, yields
\[ \hat{R} = \frac{1}{N} (AS + N)(AS + N)^H = AR_sA^H + AR_n + RA_sA^H + RA_n \]  
(7)
where \( R_s = \frac{1}{N^2} SS^H \) and \( R_n = \frac{1}{N} NN^H \) are the sample estimates of \( R_s \) and \( R_n \), and \( RA_s = \frac{1}{N} SN^H \) and \( RA_n = \frac{1}{N} NN^H \) are the sample estimates of \( RA_s \) and \( RA_n \). Recall that \( \lim_{N \to \infty} \hat{R} = R \). Comparing (7) to (4), three finite sample effects can be observed: the residual sample signal correlation \( R_s \), which is non-diagonal, the residual sample noise correlation in the non-diagonal matrix \( R_n \), and the non-zero sample cross-correlation matrices \( RA_s \) and \( RA_n \).

Define \( N_s = AR_n + RA_sA^H + (RA_n - R_{An}) \). Then, upon vectorizing (7), we obtain
\[ \hat{z} = A_c p + A_c q + \sigma_n^2 \Gamma e + n_s, \]  
(8)
where \( A_c = \Gamma (\hat{A}_c^* \odot \hat{A}_c) \in \mathbb{C}^{M^2 \times d} \) and \( q \) contains the empirical source correlation \( \hat{P}_i \) for \( i \neq j \) and \( \hat{P}_i - \hat{P}_j \) for \( i = j \). Note that the second term represents the vectorized residual sample signal correlation while the last term \( n_s = \Gamma \text{vec} \{ N_s \} \) represents the vectorized residual sample noise and the signal-noise sample correlation.

III. REVIEW OF ESPRIT-TYPE ALGORITHMS FOR CO-ARRAYS

Since \( A_c \) in (8) represents a ULA, it satisfies the shift invariance property such that ESPRIT-type algorithms can be applied to estimate the spatial frequencies. The shift invariance equation is given by \( J_1 A_c \Phi = J_2 A_c \), where \( J_1 \) and \( J_2 \in \mathbb{R}^{(M^2\times 1) \times M^2\times 1} \) are the selection matrices for the first and the second subarray with maximum overlap, and \( \Phi = \text{diag} \{ e^{j0}, e^{j1}, \ldots, e^{j(M^2-1)} \} \in \mathbb{C}^{M^2 \times d} \) contains the spatial frequencies of interest. Recall that (6) is a single snapshot model. Thus, spatial smoothing is required as preprocessing to restore the rank \( d \) before applying ESPRIT-type algorithms. To this end, the virtual ULA with \( M \) sensors is divided into \( L \) maximally overlapping subarrays, each containing \( M_{sub} \) elements, that is, \( J_{\ell-M_{sub}} \). Let the selection matrix that corresponds to the \( \ell \)-th subarray, \( 1 \leq \ell \leq L \), be defined as
\[ J_{\ell-M_{sub}} = [0_{M_{sub} \times (\ell-1)} I_{M_{sub}} 0_{M_{sub} \times (L-\ell)}] \in \mathbb{R}^{M_{sub} \times M_{sub} \times L}. \]  
(9)

The spatially smoothed data matrix \( Z_{SS} \), which is subsequently processed instead of \( z \), is given by
\[ Z_{SS} = [J_{\ell-M_{sub}}^H z \quad J_{\ell-M_{sub}}^H z \quad \ldots \quad J_{\ell-M_{sub}}^H z] \in \mathbb{C}^{M_{sub} \times L \times \ell}. \]  
(10)
that we require sample size, $J$ by computing the frequencies. Furthermore, $Z_{\text{SS}}$ can be equivalently expressed as

$$Z_{\text{SS}} = A_j^{(M_j)} A_j \{ p, \Phi p, \ldots, \Phi^{L-1} p \} = A_{v_1} \Phi (I_L \otimes p),$$

where $A_{v_1}$ still satisfies the shift invariance equation, i.e.,

$$J_{\text{SS}} A_{v_1} \Phi = J_{\text{SS}} A_{v_1},$$

Second subarray, respectively. As $A_{v_1}$ is unknown in practice, an estimate $U_{\text{SS}}$ of the corresponding signal subspace $U_{\text{SS}}$ is obtained by computing the dominant left singular vectors of $Z_{\text{SS}}$. Using the fact that $A_{v_1}$ and $U_{\text{SS}}$ span approximately the same column space, a non-singular matrix $T \in \mathbb{C}^{d \times d}$ can be found such that $A_{v_1} \approx U_{\text{SS}} T$. With this relation, the shift invariance equation can be expressed in terms of $U_{\text{SS}}$, i.e.,

$$J_{\text{SS}} U_{\text{SS}} \Phi = J_{\text{SS}} U_{\text{SS}} \Phi \approx T \Phi^{M_1-1} \Phi^{M_2-1}.$$  

Open squares (LS), i.e., $\Phi = (J_{\text{SS}} U_{\text{SS}})^\dagger J_{\text{SS}} U_{\text{SS}} \in \mathbb{C}^{d \times d}$, where $+$ stands for the Moore-Penrose pseudo inverse. Then, the spatial frequency estimates are extracted from the eigenvalues $\lambda_i$ of the solution $\Phi$ via $\hat{\mu}_i = \arg(\lambda_i)$. Alternatively, Unitary ESPRIT [3] can be applied to estimate the spatial frequencies.

IV. PERFORMANCE OF STANDARD ESPRIT FOR CO-ARRAYS

For the perturbation analysis of the estimation error, we adopt the analytical framework proposed in [11] and [12]. Therein, an explicit first-order error expansion is derived assuming that the additive perturbation is deterministic (potentially non-Gaussian) and small compared to the signal. These assumptions are not violated by the co-array preprocessing such that [11] and [12] are still applicable. Moreover, the performance analysis framework allows to investigate the finite sample effects.

Starting with the derivation of the signal subspace estimation error based on (10), we first write the eigendecomposition of the noise-free data matrix $Z_{\text{SS}}$ as

$$Z_{\text{SS}} = [U_{\text{SS}} \; \bar{U}_{\text{SS}}] \begin{bmatrix} \Sigma_{\text{SS}} & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} V_{\text{SS}} \; W_{\text{SS}} \end{bmatrix}^H,$$  

where $U_{\text{SS}} \in \mathbb{C}^{M_{11} \times d}$, $U_{\text{SS}} \in \mathbb{C}^{M_{21} \times (L-d)}$, and $V_{\text{SS}} \in \mathbb{C}^{L \times d}$ span the signal subspace, the noise subspace, and the row space, respectively, and $\Sigma_{\text{SS}} \in \mathbb{R}^{d \times d}$ contains the non-zero singular values on its diagonal.

Next, we express the signal subspace estimate $U_{\text{SS}}$ in terms of $U_{\text{SS}}$ as $U_{\text{SS}} = U_{\text{SS}} + \Delta U_{\text{SS}}$, where $\Delta U_{\text{SS}}$ denotes the subspace estimation error. Then, the first-order expression of the subspace error is given by [11], [12]

$$\Delta U_{\text{SS}} \approx U_{\text{SS}} \Sigma_{\text{SS}}^{-1} (Z_{\text{SS}} + \Xi_{\text{SS}}) V_{\text{SS}} \Sigma_{\text{SS}}^{-1}.$$  

Following [12], the estimation error of the $i$-th spatial frequency using the LS to solve the shift invariance equation is obtained as

$$\Delta \mu_i \approx \text{Im} \{ p_i^T (J_{\text{SS}} U_{\text{SS}})^{+} [J_{\text{SS}2}/\lambda_i - J_{\text{SS}1}] \Delta U_{\text{SS}} q_i \},$$

where $\lambda_i = e^{i \mu_i}$ is the $i$-th eigenvalue of $\Phi$, and the vectors $q_i$ and $p_i$ represent the respective $i$-th columns of the matrices $Q$ and $P = Q^{-1}$, which result from the eigendecomposition $\Phi = QAQ^{-1}$.

Finally, the MSE of the $i$-th spatial frequency using co-array-based Standard ESPRIT is given by $\mathbb{E}\{ (\Delta \mu_i)^2 \}$.

V. PERFORMANCE OF UNITARY ESPRIT FOR CO-ARRAYS

In this section, we derive the analytical performance expressions of Unitary ESPRIT for co-arrays. The additional features of Unitary ESPRIT compared to Standard ESPRIT are the incorporation of forward-backward averaging (FBA) and the real-valued transformation to reduce the computational complexity [3].

It was shown in [14], [15] that only FBA needs to be considered for the first-order performance analysis of Unitary-ESPRIT-type algorithms. FBA is performed by replacing the spatially smoothed data matrix $Z_{\text{SS}} \in \mathbb{C}^{M_{11} \times L}$ by the column-augmented data matrix $\hat{Z}_{\text{SS}} \in \mathbb{C}^{M_{11} \times 2L}$ defined by

$$\hat{Z}_{\text{SS}} = [Z_{\text{SS}} \; \Pi_{M_{11} \times L} \bar{Z}_{\text{SS}} \Pi L] = \hat{Z}_{\text{SS}} + \hat{\Xi}_{\text{SS}},$$

where $\hat{Z}_{\text{SS}}$ is the noise-free FBA-processed data matrix. The transformation (16) does not alter the assumptions made in the previous subsection. Hence, the same performance analysis framework is still applicable to (16). We replace the noise-free subspaces of $Z_{\text{SS}}$ in (15) by the corresponding subspaces of $\hat{Z}_{\text{SS}}$, and $p_i$ and $q_i$ by $\hat{p}_i$ and $\hat{q}_i$, respectively, to obtain the first-order expression for the $i$-th spatial frequency as

$$\Delta \hat{\mu}_i \approx \text{Im} \{ \hat{p}_i^T (J_{\text{SS}1} \bar{U}_{\text{SS}})^{+} [J_{\text{SS}2}/\lambda_i - J_{\text{SS}1}] \Delta \bar{U}_{\text{SS}} \hat{q}_i \},$$

where the signal subspace error $\Delta \bar{U}_{\text{SS}} \in \mathbb{C}^{M_{11} \times d}$ is given by

$$\Delta \bar{U}_{\text{SS}} \approx \hat{U}_{\text{SS}} \Sigma_{\text{SS}}^{-1} \bar{U}_{\text{SS}} (Z_{\text{SS}} + \Xi_{\text{SS}}) V_{\text{SS}} \Sigma_{\text{SS}}^{-1}.$$  

Then, the MSE of the $i$-th spatial frequency of co-array-based Unitary ESPRIT is given by $\mathbb{E}\{ (\Delta \hat{\mu}_i)^2 \}$.

VI. SIMULATION RESULTS

In this section, we show numerical results to evaluate the estimation accuracy of the proposed co-array-based Standard ESPRIT (CA SE) and co-array-based Unitary ESPRIT (CA UE) algorithms along with their performance analysis. In particular, we compare the empirical (emp) estimation error using Monte-Carlo trials to the derived analytical (ana) MSE expressions. Both algorithms are benchmarked by the corresponding stochastic Cramer-Rao bound (Sto CA CRB) [13]. We consider a nested array with $M = 6$ sensors and the sparse sensor configuration $k = [1, 2, 3, 4, 8, 12]$. We have $M_s = 23$ and choose $L = 12$ for spatial smoothing. We assume that the sources have unit power and that the transmit symbols are drawn from a complex Gaussian distribution. The noise is zero-mean circularly symmetric complex Gaussian and 5000 trials are used to generate the plots.

To study the effect of the residual sample signal correlation and the residual sample noise and signal-noise correlation on the estimation accuracy of the algorithms, we compare the case of the residual sample signal correlation (rss) (only $\bar{Z}_{\text{SS}}$ enters (14) and there is no noise) to the case of all sample effects (sample) ($Z_{\text{SS}}$ and $\Xi_{\text{SS}}$ enter (14)) in a semi-algebraic fashion. In the simulations, we additionally investigate the case of fewer sources than sensors ($d < M$) followed by the case of more sources than sensors ($d > M$). As a reference for the former, we also include the conventional Standard ESPRIT and Unitary ESPRIT algorithms along with the stochastic CRB based on a ULA with $M = 6$ sensors. Note that the ULA shares the same number of sensors with the sparse linear array, but has a smaller aperture. Moreover, least squares (LS) is used to solve the shift invariance equation for the ESPRIT algorithms.
Fig. 1. MSE versus \( N \) with SNR = 20 dB, \( d = 2 \) sources at \( \mu_1 = 0 \) and \( \mu_2 = 0.1 \).

A. Fewer Sources Than Sensors

Fig. 1 illustrates the total mean square error (MSE) versus the number of snapshots \( N \). We have \( d = 2 \) sources located at \( \mu_1 = 0 \) and \( \mu_2 = 0.1 \) with SNR = 20 dB. It is apparent that around \( N = 400 \) is required for the empirical curves to match the analytical ones. Moreover, the effect of the residual sample noise and signal-noise correlation is more severe than that of the residual sample signal correlation. Both CA ESPRIT methods outperform the conventional ESPRIT methods for the ULA for \( N > 400 \). In Fig. 2, we depict the MSE versus the separation of \( d = 2 \) sources. To this end, we fix \( \mu_1 = -\pi/2 \) and increase the distance of \( \mu_2 \). We set \( N = 500 \) and SNR = 20 dB. It can be observed that the empirical and analytical curves match from \( \Delta \mu = |\mu_2 - \mu_1| = 0.2 \) rad. Surprisingly, in the case of fewer sources than sensors, the CA-based ESPRIT methods outperform the conventional methods only for a small separation range. This effect remains to be investigated.

B. More Sources Than Sensors

Fig. 3 shows the MSE versus the SNR for \( d = 11 \) uniformly spaced sources between \(-10/11\pi\) and \(10/11\pi\) and \( N = 10^4 \). Note that the conventional methods cannot resolve more sources than sensors. First, we notice the error floor as the SNR increases. This effect has already been observed in [13]. From the analytical curve for the residual signal correlation, it is apparent that the error floor is only due to this effect. The empirical and analytical curves match at SNR = 20 dB. In Fig. 4, we provide the MSE versus the sample size \( N \). We keep \( d = 11 \) and the signal positions and fix the SNR to 20 dB. From \( N = 100 \), the empirical and analytical curves match. Moreover, the MSE of the CA-based ESPRIT algorithms tends to zero as the residual sample signal correlation decreases with increasing \( N \). The algorithms perform close to the CA CRB. In summary, the simulations also verify that the presented analytical performance evaluation is asymptotic in the high effective SNR, i.e., the results become exact for either high SNRs or a large sample size.

VII. CONCLUSION

In this paper, we have reviewed the Standard ESPRIT and Unitary ESPRIT algorithms for the co-array processing of sparse linear arrays. Additionally, we have presented a first-order performance analysis of both algorithms, which is asymptotic in the effective SNR and therefore also valid for a small sample size. Using these analytical expressions, we have studied the effects of a small sample size that results in a residual sample signal and sample noise correlation on the estimation error of the proposed co-array-based ESPRIT-type algorithms. The derived expressions are verified by simulations.
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