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ABSTRACT

Channel estimation in hybrid analog-digital massive MIMO systems is a challenging problem due to the high channel dimension, low signal-to-noise ratio before beamforming, and reduced number of radio-frequency chains. Compressed sensing based algorithms have been adopted to address these challenges by leveraging the sparse nature of millimeter-wave MIMO channels. In compressed sensing-based methods, the training vectors should be designed carefully to guarantee recoverability. Although using random vectors has an overwhelming recoverability guarantee, it has been recently shown that an optimized update, which could be obtained so that the mutual coherence of the resulting sensing matrix is minimized, can improve the recoverability guarantee. In this paper, we propose an open-loop hybrid analog-digital beam-training framework, where a given sensing matrix is decomposed into analog and digital beamformers. The given sensing matrix can be designed efficiently offline to reduce computational complexity. Simulation results show that the proposed training method achieves a lower mutual coherence and an improved channel estimation performance than the other benchmark methods.

Index Terms— Hybrid analog-digital, massive MIMO, compressed sensing, open-loop training design, mutual coherence.

1. INTRODUCTION

The combination of millimeter-wave (mmWave) and massive MIMO wireless technologies is seen as a key enabler in future wireless networks [1]. To facilitate its practical implementation, hybrid analog-digital (HAD) beamforming architectures have been proposed [2–7] to reduce cost and energy consumption compared to fully digital (FD) architectures. To realize its full potential, channel state information (CSI) is required at the transceivers to perform efficient adaptive beamforming techniques. However, the CSI estimation problem in massive MIMO systems is hard to solve because of the large channel dimension and it becomes harder with HAD systems due to the reduced number of radio frequency (RF) chains and low the signal-to-noise ratio (SNR) before beamforming, and beam alignment.

In the practice, however, it is observed that the massive MIMO channel in mmWave communication has a sparse structure in the angular domain due to the limited number of scatters compared to the large number of antennas [2, 8]. Exploiting this sparse structure, compressed sensing (CS) tools [9–12] can be used to estimate the MIMO channel [4, 13–15], where the problem can be turned into estimating the dominant channel path parameters. In CS-based methods, channel training vectors should be designed carefully to guarantee recoverability. In general, channel training can be categorized into closed-loop and open-loop methods. In the former, the channel training is implemented as a multistage process, where at each stage the transceivers engage in a beam-training process to select the best beam [8]. However, the mmWave channel has a very short time-coherence, which makes such time-consuming adaptive beam-training method limited in practice. Further, in multi-user MIMO systems, the training overhead tends to increase linearly with the number of users. Therefore, the open-loop based training methods are more practical, where the transmitter emits pilot vectors. After that, the receiver estimates the parameters of the dominant channel paths from the received signals [4, 15]. In contrast to closed-loop methods, open-loop methods only have a single-stage and the training overhead remains the same irrespective of the number of users [12, 15].

Although using random vectors as training sequences has an overwhelming recoverability guarantee [9–12], it has been recently shown that an optimized update, which could be obtained so that the mutual coherence of the resulting sensing matrix is minimized, can improve the signal recoverability guarantee [4, 15]. Considering hybrid analog-digital MIMO systems, the authors in [15] proposed an open-loop training design, where the columns of the fully-connected analog beamformers are selected from a given DFT-matrix, while the digital beamformers are updated afterward so that they have a unitary structure. The upper-bound and lower-bound of sum-of-squared errors are derived analytically, which are then confirmed using computer simulations. In [15], it is shown that carefully updated training vectors can lead to a lower mutual coherence and a better CSI estimation accuracy than the random training approach.

In this paper, we consider a downlink hybrid analog-digital massive MIMO system operating over mmWave bands. We formulate the CSI estimation problem as a sparse recovery problem of the dominant channel path parameters, which is solved using orthogonal matching pursuit (OMP). To improve the recoverability guarantee, we propose an open-loop hybrid analog-digital beam-training framework and evaluate its performance against the DFT-based training method [15] and the random-based approach [4]. In the proposed method, we assume that a sensing matrix with an appropriate size is efficiently designed offline using one of the proposed methods in the literature [16–19]. After that, the given sensing matrix is decomposed into analog and digital beamformers, which are then used for the channel training and estimation. Simulations results show that the proposed training method achieves a lower mutual coherence and improved channel estimation accuracy compared to the state-of-the-art.
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1The mutual-coherence of a given sensing matrix is defined by (9).
2. SYSTEM MODEL

We consider a mmWave MIMO system where a single transmitter equipped with $M_T$ antennas and $N_T \leq M_T$ RF chains is communicating with a single receiver equipped with $M_R$ antennas and $N_R \leq M_R$ RF chains. The total transmission time is divided into $T_T = T_R = T$ time slots: for each of the $T_R$ time slots at the transmitter, there are $T_R$ time slots at the receiver. The received signal $y_{r,t}$ at the $(r,t)$-th transmission time, $r \in \{1, \ldots, T\}$, $t \in \{1, \ldots, T_{r,t}\}$, is given as

$$y_{r,t} = u_{r}^{H} H V s_t + n_{r}^{t} \in C^{N_R},$$

where $u_{r} \in C^{M_T \times N_T}$ is the receive hybrid analog-digital combining matrix with $\|u_{r}\|_F^2 = 1$, $V_t \in C^{M_T \times N_T}$ is the transmit hybrid analog-digital precoding matrix with $\|V_t\|_F^2 = 1$, $H \in C^{M_R \times M_T}$ is the mmWave channel matrix with $E[H_{i,j}^T] = M_T M_T$, $s_t \in C^{N_T}$ is the pilot vector with $E[s_t^T s_t] = 1$, and $n_r \in C^{N_T}$ is the additive white Gaussian noise with variance $\sigma_n^2$. Here, the hybrid analog-digital precoding and combining matrices $V_t, U_t, V_t, U_t, n_r$ are constructed as

$$V_t = V_t^{RF} V_t^{BB} \text{ and } u_r = U_r^{RF} U_r^{BB},$$

where $V_t^{RF} \in C^{M_T \times N_T}$ and $u_r^{RF} \in C^{M_R \times N_R}$ represent the analog domain beamformers, while $V_t^{BB} \in C^{N_T \times N_T}$ and $u_r^{BB} \in C^{N_R \times N_R}$ are the digital baseband domain beamformers. We assume that the analog domain beamformers are realized using a network of fully-connected phase-shifters [5, 6]. Therefore, the entries of $V_t^{RF}$ and $u_r^{RF}$ should satisfy the constant modulus constraints given as $|V_t^{RF}_{i,j}| = \sqrt{\frac{M_T}{N_T V_t^{BB}_{i,j}},}$ and $|u_r^{RF}_{i,j}| = \sqrt{\frac{M_R}{N_R u_r^{BB}_{i,j}}}$.

Similar to [4,8,15], we assume a geometric channel model where the mmWave channel matrix $H$ is modeled as

$$H = \sqrt{M_T M_R} [\sum_{\phi_{p,t} \in P} \alpha_p a_{M_T} (\theta_{R,p}) a_{M_T}^T (\theta_{T,p})],$$

where $P$ is the total number of channel paths, $\theta_{T,p}, \theta_{R,p}$ are, respectively, the complex path gain, angle-of-arrival (AoA), and angle-of-departure (AoD) of the $p$-th path. Further, $a_{M_T} (\theta_{R,p})$ and $a_{M_T} (\theta_{T,p})$ denote the array response/steering vectors at the receiver and transmitter, respectively. Assuming a uniform linear array with half-wavelength spacing between the array elements, the steering vector $a_{M_T} (\xi)$ is given as $a_{M_T} (\xi) = 1/\sqrt{M_T} [1, e^{i \xi}, \ldots, e^{i (M_T-1) \xi}]^T$, where $\xi \in [0, 2\pi]$ is the spatial frequency [4].

Let $U = [U_1, \ldots, U_{T_R}] \in C^{M_R \times T_R N_R}$. Then, after stacking the received signals $y_{r,t}, r \in \{1, \ldots, T\}$ over each other we have a signal vector $y_t$ expressed as

$$y_t = [y_{1,T}, \ldots, y_{T_{r,t}, T}]^T = U_H^T H V s_t + n_r \in C^{T R T R N R},$$

where $\otimes$ denotes the Kronecker product, $V = [V_1, \ldots, V_{T_R}] \in C^{M_T \times T_{R}}$, $V = \text{vec}(H) \in C^{M_T M_T}$ is the vectorized channel, and $n \in [n_1^T, \ldots, n_{T_R}^T]^T \in C^{T_{R T R} N_R}$.

Conveniently, the least squares estimate of the channel vector $h$ from (5) is computed by $h = (V^H \otimes U_H)^+ y$. This requires that $(V^H \otimes U_H) \in C^{T_{R T R} N_R \times M_T M_T}$ has full column rank, i.e., rank$(V^H \otimes U_H) = M_T M_R \leq T_R T_R$. To have an accurate channel estimate, the minimum number of time slots should satisfy $T_T T_R \geq \frac{M_R M_T}{N_R}$ as being seen as a limiting factor in practice, especially with massive MIMO configurations. Therefore, a more efficient channel estimation approach is required.

In the following, we formulate the channel estimation problem as a sparse recovery problem by exploiting the sparse (i.e., low-rank) structure of the mmWave channel. Let $\hat{\theta} = [\theta_{R,1}, \ldots, \theta_{R,G_R}]^T$ and $\bar{\theta} = [\theta_{T,1}, \ldots, \theta_{T,G_T}]^T$ represent the grid points of a $G_R \times G_T$ grid, where $\theta_{R,n} = \frac{2 \pi n}{G_R}, n \in \{0, \ldots, G_R - 1\}$, $\theta_{T,m} = \frac{2 \pi m}{G_T}, m \in \{0, \ldots, G_T - 1\}$. $G_R = \beta R M_T$, $G_T = \beta T M_T$, and $\beta R, \beta T \in [1, 2]$. Using $\hat{\theta}$ and $\bar{\theta}$, we define the dictionaries $A_R$ and $A_T$ as

$$A_R = [a_{M_T} (\theta_{R,1}), \ldots, a_{M_T} (\theta_{R,G_R})] \in C^{M_R \times G_R},$$

$$A_T = [a_{M_T} (\theta_{T,1}), \ldots, a_{M_T} (\theta_{T,G_T})] \in C^{M_T \times G_T}.$$

Let us assume that $\theta_{R,p} \in \hat{\theta}_R \forall p, \theta_{T,p} \in \bar{\theta}_T \forall p$ (i.e., the AoAs and AoDs fall perfectly on the grid), and the number of channel paths $P \ll \min \{M_R M_T\}$, which is usually the case in the mmWave bands [2, 8]. Then, the channel matrix $H$ can be represented by an $P$-sparse matrix $D$ as $H = \hat{A}_R D \hat{A}_T^T$ where $D \in C^{G_R \times G_T}$ contains $P$ nonzero entries: their positions indicate the active AoA and AoD $(\hat{\theta}_{R,p}, \bar{\theta}_{T,p})$, where their values represent the complex numbers $(a_{p}, \bar{\theta}_{p})$. Using the channel sparse representation, we can write $h = \text{vec}(H) = (\hat{A}_{T} \otimes \hat{A}_{R}) \text{vec}(D) \in C^{M_T M_T}$. Substituting the latter expression into (5), we have

$$y = (V^T \otimes U_H^T) (\hat{A}_R \otimes \hat{A}_T) d + n \in C^{T_{R T R} N_R T},$$

where $\Phi = (V^T \otimes U_H^T) \in C^{G_R \times G_T}$ contains $P$ nonzero entries that the channel matrix $\Phi$ is formed using pre-known information and $d$ is a sparse vector, i.e., it contains, on the ideal case, $P$ nonzero entries. Therefore, the signal model in (8) fulfills a sparse formulation of the channel estimation problem [8, 9], where the $P$-sparse vector $d$ can be recovered using any known sparse-recovery technique, e.g., the OMP [20].

This implies that the number of required measurements $T$ to detect the non-zero entries in $d$ is much less than $G_T G_R$, which can be approximated by $O(P \ln M_T)$ [15]. However, to guarantee the recoverability of $d$ with high probability, $\Phi$ should be efficiently designed, e.g., by minimizing its mutual coherence $\mu(\Phi)$ defined as [11, 12]

$$\mu(\Phi) = \max_{j \neq k} \frac{|\phi_j^H \phi_k|}{\|\phi_j\| \|\phi_k\|},$$

with columns $\phi_{j,k} \in C^{T_{R T R} N_R T}$. Here, a large coherence $\mu(\Phi)$ means that there exist, at least, two highly correlated columns in $\Phi$, which may confuse any pursuit technique, such as OMP. However, if $\mu(\Phi)$ is sufficiently small so that $\|d\|_0 < \frac{1}{2} \mu^{-1}(\Phi)$, the OMP technique is guaranteed to recover $d$ with an overwhelming probability [9-12].

Therefore, the goal of the next section is to design the sensing matrix $\Phi$ to have a small mutual coherence $\mu(\Phi)$.

3. PROPOSED SENSING MATRIX DESIGN

First, we note that due to the Kronecker structure of $\Phi = (V^T \otimes U_H^T) \in C^{G_R \times G_T} \hat{A}_R$, the coherence $\mu(\Phi)$ can be expressed as

$$\mu(\Phi) = \max\{\mu(\Phi_T), \mu(\Phi_R)\},$$

where $\Phi_T = V^T \otimes U_H^T \in C^{G_T \times G_T}$ and $\Phi_R = U_H^T \otimes \hat{A}_R \in C^{G_R \times G_R}$. The above result suggests that the sensing matrix design can be carried out using two independent steps, one for $\mu(\Phi_T)$ and another
for $\mu(\Phi_T)$. Note that, since the dictionary matrices $\tilde{A}_T$ and $\tilde{A}_R$ are assumed fixed, the sensing matrix design of $\Phi_T$ and $\Phi_R$ boils down to efficiently choosing suitable precoding and decoding matrices $V \in [V_s, \ldots, V_T S_T] \subseteq C^{M_T \times T_T}$ and $U \in [U_s, \ldots, U_T T_R] \subseteq C^{M_R \times T_R N_R}$, respectively. In the literature, there exists a number of sensing matrix design methods with different objectives and solution approaches [16–19]. In general, the objective is to design a sensing matrix $F$ of size $[I \times J]$ such that it has a low mutual coherence, while assuming $I \leq J$. In the following, we utilize such results to design the sensing matrices $\Phi_T$ and $\Phi_R$.

### 3.1. Sensing matrix design for $\Phi_T$

We start with the design of the transmit precoding matrices $\{V_i\}_{i=1}^{T_T}$ to minimize the mutual coherence of $\Phi_T = V_T^T A_T \in C^{T_T \times G_T}$. Let $F_T \in C^{T_T \times G_T}$ denote a sensing matrix designed efficiently using, e.g., the methods in [16–19]. For a given $F_T$, the objective is to decompose it into $V_T^T$ and $A_T$ such that the error $\eta_T = \|F_T - V_T A_T\|_F^2$ is minimized. Since the dictionary matrix $A_T \in C^{M_T \times G_T}$ is fixed, a solution for $V_T$ that minimizes $\eta_T$ can be obtained using the least-squared method as

$$V_T^{LS} = \left[ V_T^{LS} S_T, \ldots, V_T^{LS} T_T \right] = \left( F_T A_T^T \right)^{-1} \in C^{M_T \times T_T},$$

which is optimal only if $G_T \leq M_T$, where $A_T^T (A_T^H A_T)^{-1} A_T^H$, if $M_T \geq G_T$, or $A_T^T (A_T^H A_T)^{-1}$, if $M_T < G_T$ [21]. From the above, we know that each $t$-th column-vector $V_T^{LS}$ should be expressed as $V_T^{LS} = V_T S_T$. Therefore, for a given symbol vector $s_T \in C^{N_T}$, we seek for a precoding matrix $V_T \in C^{M_T \times N_T}$ that minimizes the error $\eta_T = \|V_T S_T - V_T^T s_T\|_F^2$. The optimal solution for $V_T$ that minimizes $\eta_T$ can be calculated using the least-squared method as

$$V_T^{LS} = V_T^{LS} S_T^H = V_T^{LS} (S_T^H S_T)^{-1} S_T^H = V_T^{LS} S_T^H \in C^{M_T \times N_T},$$

which always has a rank equal to one, i.e., rank$(V_T^{LS}) = 1$, where (a) follows from $S_T^H S_T \triangleq 1$. From (12), we have $\eta_T = 0$, since $V_T^{LS} = V_T^{LS} S_T^H S_T = V_T^{LS}$. Thus, if $G_T \leq M_T$, the mutual coherence of the resulting sensing matrix $\tilde{\Phi}_T = [V_T^{LS} S_T, \ldots, V_T^{LS} T_T]^T A_T$ has an equal mutual coherence to that of the given matrix $F_T$, i.e.,

$$\mu(\tilde{\Phi}_T) = \mu(F_T).$$

For the resulting precoding matrix $V_T^{LS}$, which can be seen as a FD precoding matrix, has to be decomposed into an analog $V_T^{RF}$ and a digital $V_T^{BB}$ matrix. One approach to decompose $V_T^{LS}$ into $V_T^{RF}$ and $V_T^{BB}$, $\forall t = 1, \ldots, T_T$, is given as [7]

$$\min_{V_T^{RF}, V_T^{BB}} \|V_T^{LS} - V_T^{RF} V_T^{BB}\|_F^2$$

s.t. $V_T^{RF} \in \mathcal{F}$ and $(V_T^{BB})^H V_T^{RF} = V_T^{BB} (V_T^{BB})^H = I_{N_T}$,

where $\mathcal{F}$ denotes the set of matrices satisfying the constant modulus constraints. In [7], an iterative algorithm based on alternating minimization (AM) is proposed to solve the above problem, as summarized in Algorithm 1, which is guaranteed to monotonically converge to, at least, a local minimum. Using Algorithm 1, if $N_T = 1$, we always have that $V_T^{BB} \equiv 1$. Therefore, the preceding vector is updated simply as $V_T^{RF} = V_T^{LS} \|V_T^{LS}\|_F$, i.e., the analog precoding is obtained in a closed-form.

Assuming that $V_T^{LS}$ is decomposed into $V_T^{RF}$ and $V_T^{BB}$ using Algorithm 1, we note that the mutual coherence of the estimated sensing matrix $\tilde{\Phi}_T = [V_T^{RF} V_T^{LS} S_T, \ldots, V_T^{RF} V_T^{LS} T_T]^T A_T$ has, in general, a larger mutual coherence compared to that of $F_T$, i.e.,

$$\mu(\tilde{\Phi}_T) \geq \mu(F_T).$$

### 3.2. Sensing matrix design for $\Phi_R$

Next, we show the design of the receive decoding matrices to minimize the mutual coherence of the sensing matrix $\Phi_R = U_T^H A_R \in C^{T_R N_R \times G_R}$. Using a similar approach as above, let $F_R \in C^{T_R N_R \times G_R}$ denote a sensing matrix designed efficiently using, e.g., the methods in [16–19]. The objective is to decompose $F_R$ into $U$ and $A_R$ such that the error $\eta_R = \|F_R - U A_R\|_F^2$ is minimized. Since the dictionary matrix $A_R \in C^{M_R \times G_R}$ is fixed, the optimal solution for $U$ that minimizes $\eta_R$ can be obtained using the least-squared method as

$$U_R^{LS} = \left[ U_R^{LS} S_T, \ldots, U_R^{LS} T_T \right] = (F_R A_R^H)\|F_R A_R^H\|_F^{-1} \in C^{M_R \times T_R},$$

assuming that $G_R \leq M_R$. Using a similar approach as in (13), we update $U_R^{RF}$ and $U_R^{BB}$, as

$$\min_{U_R^{RF}, U_R^{BB}} \left\| U_R^{LS} - U_R^{RF} U_R^{BB} \right\|_F^2$$

s.t. $U_R^{RF} \in \mathcal{U}$ and $(U_R^{BB})^H U_R^{BB} = U_R^{BB} (U_R^{BB})^H = I_{N_R}$,

where $\mathcal{U}$ denotes set of matrices satisfying the constant modulus constraints. Problem (15) can be solved using a similar approach as in Algorithm 1. At the end, we have $\Phi_R = [U_R^{RF} V_T^{RF}, \ldots, U_R^{RF} V_T^{RF}]^T A_R$.

### 4. NUMERICAL RESULTS

In this section, we show simulation results evaluating the proposed channel training method. As a benchmark, the precoding and combing matrices are updated using 1) the random training approach [4], termed Random and 2) the hybrid analog-digital training method proposed in [15], termed DFT-based since it updates the analog matrices using sub-matrices of a DFT-matrix. We assume that the given sensing matrices $F_R$ and $F_T$ are designed offline using the method proposed in [19]. The performance metrics are 1) the mutual coherence $\mu(\Phi)$ of the sensing matrix $\Phi = [\Phi_T \otimes \Phi_R]$ and 2) the normalized mean-squared-errors (NMSE) that is defined as $\gamma_{NMSE} = \|\hat{H} - H\|_F^2 / \|H\|_F^2$, where $\hat{H}$ is the true channel and $H$ is the estimated channel. We define the SNR as $\rho_{SNR} = \frac{1}{\sigma^2} \|\nu\|^2$ (dB) and assume that $\sigma_p \sim \mathcal{CN}(0,1)$, $\forall \nu$ and the pilot symbols $\nu$ are generated randomly following a zero-mean circularly symmetric complex Gaussian distribution such that $\mathbb{E}[\nu \nu^H] = 1, \forall \nu$.

In Fig. 1 (a), we show the mutual coherence $\mu(\Phi)$ of the resulting sensing matrix $\Phi$, while assuming $M_T = 128$, $N_T = 8$, $T_R = 2$, $\beta_T = 1$. To see the impact of the hybrid analog-digital decomposition performed by Algorithm 1, in Fig. 1 (a), we show $\mu(\Phi)$ when the obtained precoding and decoding matrices are implemented in the fully-digital (FD) form, i.e., we set $V_T = V_T^{LS} \|V_T^{LS}\|_F, \forall t$, and $U_R = U_R^{LS} \|U_R^{LS}\|_F, \forall t$, where $V_T^{LS}$ and $U_R$ are given by (12) and 4599.
explained by the fact that the objective functions of problems (13) and (15) are always larger than zero, i.e., $\|V^s_{I} - V^R_{I}\|_F > 0$ and $\|V^s_{I} - V^R_{F}\|_F > 0$, even when $N_T = 1$. Nonetheless, we can see that the proposed training method still achieves a significantly lower mutual coherence than the benchmark methods. It is important to note that in Case 1 and Case 2, both proposed FD and DFT-based methods achieve the optimal coherence of $\mu(\Phi) = 0$ when $T_R = 128$. To explain this, note that when $V^s_{R} = V^R_{T} = 1$, $N_R = 8$, and $T_R = 2$, it implies that $\Phi^s_{R} = V^A_{I}A_{R} = C_{T_R}N_RG_R$ is a $16 \times 16$ matrix and $\Phi^R_{T} = V^A_{T}A_{T} = C_{T_R}N_RG_R$ is a $128 \times 128$ matrix. Here, for square matrices, we can always find a matrix with an optimal mutual coherence, i.e., $\mu(\Phi_T) = 0$ and $\mu(\Phi_R) = 0$ [19], thus $\mu(\Phi) = \max(\mu(\Phi_T), \mu(\Phi_R)) = 0$. This shows that whenever $V^s_{R} = V^R_{T} = 1$, $T_R = G_T$ and $T_RN_R = G_R$, the optimal hybrid analog-digital training method is achieved by the DFT-based method [15]. It is also important to note that when $M_R$ increases to 32, i.e., Case 3, the mutual coherence of the proposed and random method (resp. DFT-based method) saturates as $T_R$ increases above 32 (resp. 112). The reason is that when $T_R < 32$ (resp. $T_R < 112$), the mutual coherence $\mu(\Phi)$ seems to be dominated by $\mu(\Phi_T)$. Thus, increasing $T_R$ from 16 to 32 (resp. from 16 to 112), reduces $\mu(\Phi)$. However, when $T_R > 32$ (resp. $T_R > 112$), the mutual coherence $\mu(\Phi)$ seems to be dominated by $\mu(\Phi_R)$. Thus, the mutual coherence $\mu(\Phi)$ does not reduce when we increase $T_R$.

In Fig. 1 (b), we show simulation results of the averaged NMSE versus SNR, while assuming $M_T = 128$, $N_T = 8$, $M_R = 32$, $N_R = 8$, $T_R = 4$, $P = 4$, $\beta_R = \beta_T = 1$. For this figure, we assume that $\theta_{R,p} \in [0, 2\pi]$, $\forall p$, i.e., the AoA and AoD fall perfectly on a $G_R \times G_T$ grid, where $\beta_R = \beta_T = 1$. With this assumption we avoid the impact of the quantization errors on the channel estimation, thus, we focus only on the effectiveness of the training design methods. From Fig. 1 (b), we can see that when $T_R < 128$, the proposed method significantly outperforms the random and the DFT-based training methods. This can be explained by noting that when $T_R < 128$, the proposed method achieves a mutual coherence $\mu(\Phi)$ that is much lower than that achieved with the competing benchmark methods, as can be seen from Fig. 1 (a). Meanwhile, when the value of $T_R$ increases to 128, i.e., when $T_R = G_T$, the DFT-based method has a similar performance as our proposed training method. It is interesting to note that the HAD implementation of our proposed method does not incur a significant degradation on the estimation performance, as compared to its FD implementation. Even with small $T_R$, i.e., $T_R = 16$, we can see that this performance degradation is negligible, while it vanishes as $T_R$ increases to 128.

In Fig. 1 (c) we show simulation results of the averaged NMSE versus SNR, while assuming $M_T = 128$, $N_T = 8$, $M_R = 32$, $N_R = 8$, $T_R = 4$, $P = 4$, $\beta_R = \beta_T = 1$. For this figure, we assume that $\theta_{R,p}, \theta_{T,p} \in [0, 2\pi]$, $\forall p$, i.e., the AoA and AoD do not have to lie on the grid. With this assumption, different from Fig. 1 (b), we include the impact of the quantization errors on the channel estimation. From Fig. 1 (c), we can see that the above observations from Fig. 1 (b) hold true as well. The main difference is that the NMSE performance in Fig. 1 (c) is worse than that in Fig. 1 (b). Moreover, the NMSE performance, with all the training design methods, seems to saturate as the SNR value increases. This is rather an expected behavior, since the NMSE performance in this case is lower-bounded by the AoA and AoD quantization errors. Dealing with the quantization errors is out of the scope of this paper, which can be reduced or even eliminated by using off-grid and/or gridless sparse recovery techniques, see [14,22] for more details.

5. CONCLUSIONS

In CS-based channel estimation methods, channel training vectors should be designed carefully to guarantee recoverability. In this paper, we consider a downlink hybrid analog-digital MIMO system operating over millimeter-wave bands and formulate the CSI estimation problem as a sparse recovery of the dominant channel path parameters. To improve the recoverability guarantee, an open-loop hybrid analog-digital beam-training framework is proposed, which decomposes a given sensing matrix that is designed offline into an analog and digital beamformers, which are then used for the channel training and estimation. Simulations results show that the proposed training method achieves a lower mutual coherence and an improved channel estimation accuracy compared to benchmark methods.
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