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Abstract—The location estimation problem has been attracting a lot of research interest in recent years due to its significance for different areas of signal processing. This paper deals with a bistatic MIMO radar system where the targets are located in the near-field region. In this work, we derive the Cramér-Rao bound (CRB) for bistatic MIMO radar systems using the exact spherical wavefront model to evaluate the performance of target parameter estimation algorithms. The conditional and unconditional CRBs are derived for a system with one and multiple targets. For the one target system, we provide an analytical inversion of the Fisher Information Matrix (FIM) and obtain closed-form analytical non-matrix expressions of the CRB corresponding to the Cartesian and spherical coordinates of the targets. We compare the derived conditional and unconditional CRB with the performance of state-of-the-art localization algorithms and analyse the dependence of the CRB on various system parameters.
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I. INTRODUCTION

Due to a wide range of applications, parameter estimation is an important field in statistical signal processing. Localization of the radar targets is an important application of parameter estimation algorithms.

There are several assumptions that are commonly made in such source localization problems. Often the wavefronts are assumed to be planar, which corresponds to the far-field assumption [1]. It is only valid if the targets are located relatively far from the antenna array (far-field region). If the targets are closer to the array, several authors use the Fresnel approximation, which employs a second-order Taylor expansion to approximate the wavefronts [2]–[5]. The so-called "Fresnel region" is defined based on the relative distances from the array as compared to the array aperture. The more challenging assumption is the exact spherical wavefront model, which assumes that the wavefronts are spheres centered at the targets/sources [2], [6]–[8]. This assumption closely resembles the physical process under investigation. In this paper, we focus on the latter assumption, i.e., we consider the exact spherical wavefront model of the impinging wavefronts.

Most of the proposed algorithms in the literature are dedicated to sources located in the far-field region or use the Fresnel approximation [9]–[11]. However, in a number of applications, the sources are located in the near-field zone, e.g., health care devices, payment systems, access control, speaker localization [12]–[14]. In those cases, the exact spherical model would allow to increase the estimation accuracy and to estimate the distance to the sources (compared to the far-field assumption). The TeNFIL algorithm, proposed in [8], employs the exact spherical wavefront model and is valid for arrays of arbitrary geometry. This algorithm provides high-resolution target parameter estimates in both two- and three-dimensional (3-D) spaces.

In this paper, we consider target parameter estimation in Bistatic MIMO Radar systems [15]–[19] with two antenna arrays of arbitrary geometry. We obtain deterministic and stochastic Cramér-Rao bounds (CRB) for such systems and compare them with different estimation algorithms.

The CRB is one of the most useful mathematical tools to evaluate the accuracy of different estimation schemes in terms of the mean square error (MSE) [20]. It establishes the minimum achievable variance of an unbiased estimator and allows us to evaluate the performance of different algorithms associated with a specific system model.

In the literature, two types of source signal models are used, the conditional (or deterministic) model and the unconditional (or stochastic) model [21], [22]. In the former case, the signals (or, in our case, reflection coefficients) are assumed to be deterministic but unknown, while in the latter case they are treated as random processes for every realization.

CRBs for different signal models and near-field targets have already been investigated in a number of research works [7], [23]–[31]. In [23], [24], the unconditional (stochastic) CRB (SCRB) is derived in a matrix form (explicit formulas are given only for the elements of the Fisher information matrix (FIM)) for a near-field SIMO system using the exact time delay expression. The authors of [25] obtained analytical non-matrix expressions of the conditional and unconditional CRB based on the Fresnel approximation. The conditional (deterministic) CRB (DCRB) using an exact spherical wavefront model is derived in [7]. The authors approximate the obtained formulas for the CRB using the Taylor expansion. All
three papers mentioned above ([24], [25], and [7]) consider a uniform linear array (ULA) for the near-field localization of a single source (SIMO case) and estimate the parameters in 2-D space, i.e., only range and angle.

The authors in [32] use the Taylor series expansion of the CRB to obtain an accurate non-matrix closed-form expression of the lower bound of the error for the angle and the range of a near-field source, localized by means of an arbitrary linear array (SIMO case) using the exact wavefront model. They show that the conditional and unconditional CRBs are proportional for an arbitrary parametrization of the steering vector and use the derived CRB to design centro-symmetric linear antenna arrays with improved distance-to-source and angle estimation capabilities.

Recently, the deterministic CRB for a non-uniform linear antenna array with two sources was derived to define the minimum resolvability distance, required to resolve two closely spaced near-field sources [33]. The authors derive the distance resolution limit (DRL) based on Smith’s criterion [34] and establish the link between the minimum distance of resolvability and the minimum signal-to-noise ratio (SNR), required to resolve two closely spaced near-field sources. The authors in [35] derive an analytical expression of the angular resolution limit (ARL) for two closely spaced sources. In contrast to our paper, they consider a single array and two point sources in the far-field. Likewise, the authors in [36] and [37] focus on circular periodic estimators, while in this work, we consider a near-field source localization with the additional range parameter. Unlike the aforementioned papers, the authors in [38] consider a bistatic MIMO system with a special circular arc array and derive the CRB for the direction and velocity estimates of a single near-field target.

To the best of our knowledge, non-matrix expressions of the CRB that are obtained via an analytical inversion of the FIM for each estimated parameter are not available for the near-field bistatic MIMO radar system model in 3-D space. Therefore, the main contributions of this paper can be summarized as follows:

- In this paper, we derive the CRB for near-field target localization in 3-D bistatic MIMO radar systems. In particular, we evaluate the conditional and unconditional CRBs for the general near-field system model given in [8] and provide analytical expressions of the conditional and unconditional FIM for such a system with multiple targets.
- We derive closed-form exact expressions of the conditional CRB for bistatic MIMO radar systems with one target. These expressions allow us to reduce the computational cost compared to the matrix-based CRB, especially for a large number of snapshots. Moreover, they provide more insights about the dependence of the bound on different parameters like range, directions, and phases. For example, we show that the CRB of the range increases as the target moves away from the antenna arrays, while the CRB for the angle estimates does not change.
- The CRB derivations are made for the 3-D Cartesian ($x$, $y$, and $z$) and spherical (azimuth $\phi$, elevation $\theta$, and range $\rho$) coordinate systems.
- We use the obtained CRBs to evaluate the performance of state-of-the-art parameter estimation algorithms. Moreover, we use the derived CRBs to analyze the minimum resolvability distance for two closely spaced targets and the impact of the target positions on the estimation accuracy.

This paper is organized as follows. Section II describes the system model used in the paper. In Section III, we present the derivation of the conditional and unconditional CRBs for near-field bistatic MIMO radar systems. The numerical results are provided in Section IV, and the conclusions are drawn in Section V.

**Notation:** Lower-case and upper-case bold letters denote vectors and matrices, respectively. Upper-case Greek letters denote sets, and boldfaced calligraphic letters denote tensors. The elements of vectors are denoted as follows: $\mathbf{a}[i]$ denotes the $i$-th element of a vector $\mathbf{a}$. The $r$-mode product between a tensor $\mathbf{X}$ and a matrix $\mathbf{A}$ is denoted as $\mathbf{X} \times_r \mathbf{A}$ [39]; the Khatri-Rao, Hadamard, and Kronecker products between matrices or vectors are denoted as $\otimes$, $\odot$ and $\otimes$, respectively. The conjugate, transpose, and Hermitian transpose are denoted by ${\cdot}^*$, ${\cdot}^T$, and ${{\cdot}^H}$, respectively. The vec $\{{\cdot}\}$ operator denotes the vectorization operator, and $\mathfrak{Re}\{{\cdot}\}$ denotes the real part. We use $\text{bdiag}\{\cdot\}$ for the operation of creating a block-diagonal matrix by aligning the input matrices on its diagonal.

To facilitate the notation, in the following, we assume that the symbols $x$, $y$, and $z$ will always refer to the Cartesian coordinates of the targets or antennas. Furthermore, the symbols $\rho$, $\phi$, and $\theta$ will always denote the distance, azimuth, and elevation of the targets, respectively.

II. SYSTEM MODEL

We consider a bistatic MIMO radar system with $M_T$ transmit and $M_R$ receive antennas. Each transmitter emits temporally orthogonal signals which impinge on $H$ point targets, and their reflections are intercepted by the receive array. The targets are assumed to be in the near-field zone of both arrays, such that the wavefronts of the impinging and reflecting waves can be considered as spherical. Consequently, the received signal for $N$ snapshots can be expressed in a tensor form [8]

$$\mathbf{Y} = \mathcal{I}_{3,H} \times_1 \mathbf{A} \times_2 \mathbf{B} \times_3 \mathbf{D} + \mathbf{Z} \in \mathbb{C}^{M_T \times M_R \times N},$$

or in a matrix form [6]

$$\mathbf{Y} = [\mathbf{Y}]_{(3)}^T = (\mathbf{A} \otimes \mathbf{B}) \mathbf{D}^T + [\mathbf{Z}]_{(3)}^T \in \mathbb{C}^{M_T M_R N},$$

where $\mathbf{Y}$ contains the received data after matched filtering (assuming unit transmit power), $[\mathbf{Y}]_{(3)}$ denotes the 3-mode unfolding of the tensor $\mathbf{Y}$, which is obtained by stacking its 3-mode vectors into a matrix in reverse-cyclical order [39]. The tensor $\mathbf{Z}$ contains independently and identically distributed (i.i.d.) zero mean spatially and temporally white additive noise with variance $\sigma^2$, the matrix $\mathbf{D} = [d_1 \ d_2 \ \ldots \ d_H] \in \mathbb{C}^{N \times H}$ contains the complex reflection coefficients for each
as matrices, respectively, composed of the array steering vectors representing the complex transmit and receive array steering vectors of the transmit antenna and the receive antenna, respectively. The coordinates \( m \) of the transmit antenna and \( h \) of the receive antenna are defined as

\[
(d_h)_k = \alpha_h(k) e^{j \psi_h(k)}, \quad k = 1, \ldots, N, \tag{3}
\]

where \( \alpha_h(k) \) and \( \psi_h(k) \) are the amplitudes and phases of the \( h \)-th target at the snapshot \( k \), respectively. The matrices

\[
A = \begin{bmatrix}
a_1 & a_2 & \ldots & a_H
\end{bmatrix} \quad \text{and} \quad B = \begin{bmatrix}
b_1 & b_2 & \ldots & b_H
\end{bmatrix}
\]

represent the complex transmit and receive array steering matrices, respectively, composed of the array steering vectors for each target. The \( m \)-th element of the vector \( a \) is defined as

\[
(a_h)_{(m)} = e^{-j \delta_{m,h}^{(T)}}, \tag{4}
\]

and the \( n \)-th element of the vector \( b \) is equal to

\[
(b_h)_{(n)} = e^{-j \delta_{n,h}^{(R)}}, \tag{5}
\]

where \( \delta_{m,h}^{(T)} \) is the path difference between the reference transmit antenna and the \( m \)-th transmit antenna in the transmit array as provided in (6) on the top of the next page, and \( \delta_{n,h}^{(R)} \) is the path difference between the reference receive antenna and the \( n \)-th antenna in the receive array as provided in (7) on the top of the next page. The path differences are defined based on the exact spherical wavefront model.

We consider target parameters estimation in the full 3-D space. Therefore, the location parameters to be estimated are the azimuth \( \phi \), elevation \( \theta \), and range \( \rho \) for the spherical coordinates system or \( x, y, \) and \( z \) in case of the Cartesian coordinates.

The antenna arrays are assumed to be of an arbitrary geometry. Each antenna in the array is defined by the set of Cartesian coordinates with respect to the origin of the local system of coordinates that is located either at the transmit or at the receive reference antenna as depicted in Figure 1. The \( m \)-th transmit and the \( n \)-th receive antennas of the arrays have Cartesian coordinates \( \{x_{T,m}, y_{T,m}, z_{T,m}\} \) and \( \{x_{R,n}, y_{R,n}, z_{R,n}\} \), respectively. The coordinates \( \{x_R, y_R, z_R\} \) define the position of the reference receive antenna with respect to the reference antenna of the transmit array; and the coordinates of the transmit reference antenna with respect to receive array are defined as \( \{x_T, y_T, z_T\} \).

It is assumed that the locations of the transmit and the receive arrays are known, and two position estimates can be obtained for each target (they might not coincide). Therefore, each target in the scenario is characterized by a set of six parameters: \( \Theta_h = \{\rho_{T,h}, \phi_{T,h}, \theta_{T,h}, \rho_{R,h}, \phi_{R,h}, \theta_{R,h}\}, \forall h \in \{1, \ldots, H\} \), where \( \rho_{T,h} \) is the distance from the reference transmit antenna to the \( h \)-th target, \( \rho_{R,h} \) is the distance from reference receive antenna to the \( h \)-th target, \( \phi_{T,h}, \phi_{R,h} \) are the azimuths defined with respect to the reference transmit and receive antennas, respectively, \( \theta_{T,h}, \theta_{R,h} \) are the elevation angles also defined with respect to the reference transmit and receive antennas. We also introduce a set of Cartesian coordinates for the \( h \)-th target as \( \Theta_h^{(c)} = \{x_{T,h}, y_{T,h}, z_{T,h}, x_{R,h}, y_{R,h}, z_{R,h}\}, \forall h \in \{1, \ldots, H\} \), also defined with respect to reference transmit and reference receive antennas.

An example scenario of the system with two uniform rectangular arrays (URAs) is depicted in Figure 1.

Note that we compute the CRBs separately for the estimates obtained from the transmit and the receive sides: in the equations (6) and (7) for the path differences, all the coordinates are defined either with respect to the transmit reference antenna or the receive reference antenna, depending on the calculated CRB. Thus, for simplicity, we have skipped the \( T \) and \( R \) indices in the notation of target coordinates \( \{x_h, y_h, z_h\} \).

III. CRAMÉR-RAO BOUND DERIVATION

In this section, we provide the main steps of the CRB derivation for the conditional and unconditional signal models with respect to the location parameters of the near-field targets.

Let us consider the real valued parameter vector \( \xi \) and its unbiased estimator \( \hat{\xi} \). The covariance matrix of \( \hat{\xi} \) is

\[
R = \mathbb{E} \left\{ (\xi - \xi)(\xi - \xi)^T \right\},
\]

and the \( i \)-th diagonal element of the covariance matrix is the mean-squared error of the estimator \( \hat{\xi}_i, i = 1, 2, \ldots, P \), where \( P \) is the size of the parameter vector. Since the estimator \( \hat{\xi} \) is unbiased, the mean-squared error is equal to the variance of the estimator, and the lower bound of the variance of the \( i \)-th parameter satisfies

\[
\text{MSE} \{\xi_i\} \geq [\text{CRB}(\xi)_{ii}], \tag{10}
\]

where \([\text{CRB}(\xi)]\) is the inverse of the Fisher Information Matrix:

\[
[\text{CRB}(\xi)] = [\text{FIM}(\xi)]^{-1}. \tag{11}
\]

Each element of the FIM is defined as [40]

\[
[\text{FIM}(\xi)]_{ij} = -\mathbb{E} \left[ \frac{\partial^2 l(\xi)}{\partial \xi_i \partial \xi_j} \right] = \mathbb{E} \left[ \frac{\partial l(\xi)}{\partial \xi_i} \frac{\partial l(\xi)}{\partial \xi_j} \right], \tag{12}
\]

where \( i = 1, 2, \ldots, P, j = 1, 2, \ldots, P, l(\xi) \) is the log-likelihood function: \( l(\xi) = \ln f_\xi(y) \), and \( f_\xi(y) \) is the probability density function (PDF) parametrized by the parameter \( \xi \). Since
we consider a Gaussian distribution model, the PDF of the observed data is given by [41]
\[ f_\text{e}(y) = \frac{1}{\sqrt{\pi M_T M_R N} \det(R)} \exp\left(-\frac{(y - \mu)^H R^{-1}(y - \mu)}{2}\right), \]  

where \( y = \text{vec} \{Y\} \) is a vectorized received data tensor with mean \( \mu \) and covariance matrix \( R \), which depends on the chosen deterministic or stochastic assumption. The FIM matrix corresponding to the Gaussian distribution is given by [41]
\[ [\text{FIM}(\xi)]_{ij} = \text{tr} \left[ R^{-1} \frac{\partial R}{\partial \xi_i} R^{-1} \frac{\partial R}{\partial \xi_j} \right] + 2\Re \left[ \frac{\partial \mu^H}{\partial \xi_i} R^{-1} \frac{\partial \mu}{\partial \xi_j} \right]. \]  

As it can be seen from (14), the FIM depends on the parameter vector \( \xi \) and, consequently, on the chosen source model. In the following, we will consider two models, depending on the assumption made on the matrix of complex reflection coefficients \( D \): 1) conditional ("deterministic") model, in which the signals are assumed to be deterministic, but unknown, and the same in all realizations, and 2) unconditional ("stochastic") model, which assumes the reflection coefficients (in general, the signals) to be a realization of a Zero-Mean Circularly Symmetric Complex Gaussian (ZMCS CG) process. We denote the conditional (deterministic) CRB and the conditional FIM (CFIM) with respect to the parameter vector \( (\xi) \) as \( \text{DCRB}(\xi) \) and \( \text{CFIM}(\xi) \), respectively. The unconditional (stochastic) CRB is denoted as \( \text{SCRB}(\xi) \), and the unconditional FIM (UFIM) as \( \text{UFIM}(\xi) \). In the following, we will provide closed-form expressions of the CFIM(\xi) and UFIM(\xi) for the general 3-D scenario with multiple targets. For the conditional one target scenario, we will perform an analytical inversion of the FIM and provide closed-form expressions of the DCRB(\xi). In the next sections, we will first derive the CRBs for Cartesian coordinates of the targets and then obtain the CRBs for the spherical coordinates of the targets.

### A. Conditional Cramér-Rao bound

#### 1) Multiple target case

First, we focus on the first assumption, that \( D \) is deterministic.

For the subsequent calculations, we rewrite the data tensor \( Y \) in a vector form:
\[ \mathbf{y} = \text{vec}(\mathbf{Y}) = (D \odot B \odot A) \mathbf{1}_H + \mathbf{z}, \]

where \( y \in \mathbb{C}^{M_T M_R N \times 1} \), \( D \) denotes the Khatri-Rao (columnwise Kronecker) product, \( \mathbf{1}_H \) is a vector of ones of size \( H \), and \( A, B, \) and \( D \) are the array steering matrices of the transmit and receive arrays, and the matrix of complex reflection coefficients, respectively, which are defined in (1).

The noise term, \( \mathbf{z} = \text{vec}(\mathbf{Z}) \in \mathbb{C}^{M_T M_R N \times 1} \) is assumed to be a realization of the ZMCS CG process with a variance \( \sigma^2 \) and covariance matrix
\[ R = \sigma^2 I_{M_T M_R N}. \]

Due to the deterministic signal model and the ZMCS CG noise, the received signal \( \mathbf{y} \) is a complex Gaussian random process with mean \( \mu = (D \odot B \odot A) \mathbf{1}_H \in \mathbb{C}^{M_T M_R N \times 1} \) and covariance matrix \( R \). The equation (14) for the FIM becomes [41]
\[ [\text{CFIM}(\xi)]_{ij} = \frac{M_T M_R N} {\sigma^4} \frac{\partial \mu^H}{\partial \xi_i} \frac{\partial \mu}{\partial \xi_j} + 2\frac{\sigma^2}{\sigma^4} \Re \left[ \frac{\partial \mu^H}{\partial \xi_i} \frac{\partial \mu}{\partial \xi_j} \right]. \]  

For the conditioned deterministic model, the unknown parameter vector is
\[ \xi = [p, \angle\{\text{vec}(\mathbf{D})\}^T, |\text{vec}(\mathbf{D})|\text{vec}(\mathbf{D}))^T, \sigma^2]^T \in \mathbb{R}^{P \times 1}, \]

where \( p = [x_1, y_1, z_1, \ldots, x_H, y_H, z_H]^T \) is the vector of target location coordinates, \( \angle\{\cdot\} \) and \( |\cdot| \) denote the phases and the amplitudes in \( \text{vec}(\mathbf{D}) \), and \( \sigma^2 \) is the noise variance. Note that the parameter vector contains the target coordinates which are defined either with respect to the transmit or to the receive reference antenna. To calculate the CRB for the estimates, obtained from the transmit side, we define the target coordinates \( \{x_h, y_h, z_h\} \) and all the antenna coordinates with respect to the transmit array reference antenna, and vice versa for the receive side CRB. For example, equations (8) and (9) on the top of the page show the derivatives of the path differences with respect to \( x_h \), if the origin of the system of coordinates is at the transmit reference antenna.

Since the parameter vector contains the 3-D Cartesian coordinates of the targets, its size is equal to \( P = (3 + 2N)H + 1 \), where \( H \) is the number of targets, and \( N \) is the number of snapshots.
**Fisher Information Matrix (FIM):** Let us construct the FIM for the multiple targets scenario, using equation (17) and the parameter vector

\[ \mathbf{\xi} = [p_1, \ldots, p_M, \psi_1^T, \ldots, \psi_M^T, \alpha_1^T, \ldots, \alpha_M^T, \sigma^2]^T \in \mathbb{R}^{P+1}, \]

where, according to equation (3), \( \psi_1^T, \ldots, \psi_M^T, \alpha_1^T, \ldots, \alpha_M^T, \sigma^2 \) are vectors of the phases and the amplitudes of the complex reflections coefficients at each snapshot, respectively.

As it can be seen from (17), the noise variance \( \sigma^2 \) is decoupled from the other parameters. Thus, for notational simplicity and without loss of generality, we can drop it from the parameter vector \( \mathbf{\xi} \) and compute the FIM without taking \( \sigma^2 \) into account.

Consequently, the structure of the CFIM is as follows

\[
\text{CFIM}(\mathbf{\xi}) = \begin{bmatrix}
F_{pp} & F_{p\psi} & F_{p\alpha} \\
F_{\psi p} & F_{\psi\psi} & F_{\psi\alpha} \\
F_{\alpha p} & F_{\alpha\psi} & F_{\alpha\alpha}
\end{bmatrix},
\]  

(19)

where the subscripts in the notation of the submatrices denote the corresponding elements of the parameter vector \( \mathbf{\xi} \), with respect to which partial derivatives are computed in (17).

Such a structure of the FIM has already been considered in [33] for the special case of two sources. There the derived CRB is used to investigate the resolution limit of two closely spaced sources. The authors of the paper consider a single uniform linear antenna array and obtain the CRB for the range and for the azimuth, considering the Fresnel approximation. In our case, we extend it to the bistatic MIMO radar scenario with multiple targets and 3-D location parameters estimation using the exact spherical wavefront model. Each block matrix of the FIM in (19) is composed of submatrices with the elements that are computed according to (17). For more details on the derivation of the elements of the CFIM in (19), we refer the reader to Appendix A.

2) *One target case:* As a special case, let us consider a system scenario with a single target, i.e., \( H = 1 \). In this case, \( A, B, \) and \( D \) in equation (15) turn into column vectors, and the received data can be written as

\[
\mathbf{y} = \text{vec}(\mathbf{Y}) = (\mathbf{d} \otimes \mathbf{b} \otimes \mathbf{a}) z + \mathbf{n},
\]  

(20)

where \( \mathbf{y} \in \mathbb{C}^{M_T M_R N \times 1} \). In this case, the unknown, but deterministic parameter vector \( \mathbf{\xi} \) contains the parameters corresponding to one target:

\[
\mathbf{\xi} = [x, y, z, \psi^T, \alpha^T, \sigma^2]^T \in \mathbb{R}^{2N+4},
\]

(21)

where \( x, y, \) and \( z \) are the Cartesian coordinates of a single target, and \( \psi = [\psi(1), \ldots, \psi(N)]^T \) and \( \alpha = [\alpha(1), \ldots, \alpha(N)]^T \) are the phases and the amplitudes of the reflection coefficients at each snapshot, respectively.

**Fisher Information Matrix:** As defined in (11), the CRB is equal to the inverse of the FIM. Let us first define the conditional FIM, and then perform its analytical inversion to obtain the non-matrix expressions of the DCRB for the location parameters of the one near-field target.

Based on the data model presented in (20), using equation (17) and the parameter vector \( \mathbf{\xi} \), we construct the conditional FIM, which has a block-diagonal structure:

\[
\text{CFIM}(\mathbf{\xi}) = \text{bdiag}(Q, J) \in \mathbb{R}^{(2N+4) \times (2N+4)},
\]

(22)

where

\[
Q = \begin{bmatrix}
f_{xx} & f_{xy} & f_{xz} \\
f_{yx} & f_{yy} & f_{yz} \\
f_{zx} & f_{zy} & f_{zz}
\end{bmatrix} = \begin{bmatrix} F_{pp} & F_{p\psi} & F_{p\alpha} \\
F_{\psi p} & F_{\psi\psi} & F_{\psi\alpha} \\
F_{\alpha p} & F_{\alpha\psi} & F_{\alpha\alpha}
\end{bmatrix},
\]

(23)

\[
J = \text{bdiag} \left( \frac{2M_T M_R}{\sigma^2} I_N, \frac{M_T M_R N}{\sigma^4} \right),
\]

(24)

and \( \text{bdiag} \) denotes a block-diagonal operator.

The subscripts in (23) denote the corresponding element of the parameter vector, with respect to which the partial derivatives are computed in (17).

The structure of the FIM is explained by the fact that the noise variance \( \sigma^2 \) is decoupled from the other parameters, as it can be seen from (17), and the other zero terms appear due to the time diversity of the signals and due to the fact that the real part operator \( \Re \) in (17) is applied on pure imaginary values (see Appendix B for the detailed derivations of the elements of the matrix \( Q \) in (23)). The CRB of the target coordinates is equal to the diagonal elements of the \( 3 \times 3 \) top left submatrix of the inverse of the Fisher Information Matrix. Since the FIM has a block-diagonal structure, to obtain closed-form expressions of the CRBs, only the inverse of the matrix \( Q \) is needed.

The matrix \( Q \) is symmetric with respect to the main diagonal. The diagonal elements of the upper-left (3 \( \times \) 3) submatrix are given by

\[
f_{(p)(p)} = 2N D_{SNR} \sum_{m=1}^{M_T} \sum_{n=1}^{M_R} \left( \frac{\partial \delta_m^{(T)}(x)}{\partial \alpha} - \frac{\partial \delta_n^{(R)}(x)}{\partial \beta} \right) ^2,
\]

(28)

where \( (p) \) is to be replaced by the corresponding target location parameter \( x, y, \) or \( z \), and \( D_{SNR} = \frac{\|a\|^2}{N \sigma^2} \). The off-diagonal elements are expressed as follows

\[
f_{xy} = f_{yx} = 2N D_{SNR} \sum_{m=1}^{M_T} \sum_{n=1}^{M_R} \left( \frac{\partial \delta_m^{(T)}(x)}{\partial x} + \frac{\partial \delta_n^{(R)}(x)}{\partial x} \right) \left( \frac{\partial \delta_m^{(T)}(y)}{\partial y} - \frac{\partial \delta_n^{(R)}(y)}{\partial y} \right),
\]

(29)

\[
f_{xz} = f_{zx} = 2N D_{SNR} \sum_{m=1}^{M_T} \sum_{n=1}^{M_R} \left( \frac{\partial \delta_m^{(T)}(x)}{\partial x} + \frac{\partial \delta_n^{(R)}(x)}{\partial x} \right) \left( \frac{\partial \delta_m^{(T)}(z)}{\partial z} + \frac{\partial \delta_n^{(R)}(z)}{\partial z} \right)
\]

(30)
As long as the matrix corresponding to the target parameters determinant of the Schur complement require an inversion. The matrix equations, we refer the reader to Appendix B.

\[
\text{DCRB}(x) = \frac{1}{\det(S)} \left( \left( f_{yy} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_y \right) \left( f_{zz} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_z \right) - \left( f_{yz} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_y u_z \right)^2 \right)
\]

\[
\text{DCRB}(y) = \frac{1}{\det(S)} \left( \left( f_{xx} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_x \right) \left( f_{zz} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_z \right) - \left( f_{xz} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_x u_z \right)^2 \right)
\]

\[
\text{DCRB}(z) = \frac{1}{\det(S)} \left( \left( f_{xx} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_x \right) \left( f_{yy} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_y \right) - \left( f_{xy} - \frac{2|\alpha|^2}{M_T M_R \sigma^2} u_x u_y \right)^2 \right)
\]

where \((p)\) corresponds to the target location parameter \(x, y\), or \(z\). For the proof of (25), (26) and (27), and more details on the derivations, we refer the reader to Appendix C.

The obtained non-matrix expressions allow us to significantly reduce the computational cost of the CRB calculation and to analyse the potential performance of parameter estimation algorithms.

B. Unconditional Cramér-Rao bound

The unconditional signal model assumes the signals to be random, i.e., the matrix of complex reflection coefficients \(D\) varies from realization to realization. We model the sequence of the reflection coefficients as a ZMCS process with covariance matrix \(R_d = E[d(k)d(k)^H]\), where \(d(k) \in \mathbb{C}^H\) are the reflection coefficients at snapshot \(k\). Then the received data \(y\) is a realization of a ZMCS process with covariance matrix \(R = (A \diamond B)R_d(A \diamond B)^H + \sigma^2 I_{M_T M_R}\).

\[
y \sim \mathcal{CN}(0, R).
\]

1) General case: First, let us consider the general case with multiple targets. The unconditional parameter vector is \(\xi = [p, \beta, \sigma^2]^T \in \mathbb{R}^{(3H + (1+H)H/2 + 1) \times 1}\), where \(\beta\) is a \((1+H)H/2 \times 1\) vector made from \(|[R_d|_{ij}]\) and \(\angle([R_d|_{ij}])\) for \(j > i\), and \(p = [x_1, y_1, z_1, \ldots, x_H, y_H, z_H]^T \in \mathbb{R}^{3H \times 1}\) is a vector of Cartesian coordinates of the targets. Again using equation (17) and the new parameter vector \(\xi\), the UFI is expressed as follows:

\[
[\text{UFI}(\xi)]_{ij} = N \text{tr} \left[ R^{-1} \frac{\partial R}{\partial \xi_i} R^{-1} \frac{\partial R}{\partial \xi_j} \right].
\]

Equation (38) on the top of the next page defines a matrix expression of the SCRB corresponding to the target location parameters. The derivation is according to [43]. The matrix \(P\) is defined as

\[
P = \begin{bmatrix}
\frac{\partial C}{\partial x_1} & \frac{\partial C}{\partial y_1} & \frac{\partial C}{\partial z_1} & \ldots & \frac{\partial C}{\partial x_H} & \frac{\partial C}{\partial y_H} & \frac{\partial C}{\partial z_H}
\end{bmatrix},
\]

where \(C = (A \diamond B), I_{3H \times 3} = 1_{3H} 1_{3H}^T\) is a matrix of ones, and \(\Pi = I_{M_T M_R} - C(C^H C)^{-1} C^H\). The SCRBs corresponding to the Cartesian coordinates of the targets are equal to the diagonal elements of the inverse of \([\text{UFI}(\xi)]_{1:3H, 1:3H}\). For more details on the derivation of the UFI in (38), we refer the reader to Appendix A.
in (38) is then reduced to

\[
\text{DCRB}(\rho) = \left( \frac{\partial \rho}{\partial x} \right)^2 \text{DCRB}(x) + \left( \frac{\partial \rho}{\partial y} \right)^2 \text{DCRB}(y) + \left( \frac{\partial \rho}{\partial z} \right)^2 \text{DCRB}(z) + 2 \frac{\partial \rho}{\partial x} \frac{\partial \rho}{\partial y} \text{DCRB}(xy) + 2 \frac{\partial \rho}{\partial x} \frac{\partial \rho}{\partial z} \text{DCRB}(xz) + 2 \frac{\partial \rho}{\partial y} \frac{\partial \rho}{\partial z} \text{DCRB}(yz) + 2 \frac{\partial \rho}{\partial y} \frac{\partial \rho}{\partial z} \text{DCRB}(yz),
\]

(39)

\[
\text{DCRB}(\phi) = \left( \frac{\partial \phi}{\partial x} \right)^2 \text{DCRB}(x) + \left( \frac{\partial \phi}{\partial y} \right)^2 \text{DCRB}(y) + 2 \frac{\partial \phi}{\partial x} \frac{\partial \phi}{\partial y} \text{DCRB}(xy),
\]

(40)

\[
\text{DCRB}(\theta) = \left( \frac{\partial \theta}{\partial x} \right)^2 \text{DCRB}(x) + \left( \frac{\partial \theta}{\partial y} \right)^2 \text{DCRB}(y) + \left( \frac{\partial \theta}{\partial z} \right)^2 \text{DCRB}(z) + 2 \frac{\partial \theta}{\partial x} \frac{\partial \theta}{\partial y} \text{DCRB}(xy) + 2 \frac{\partial \theta}{\partial x} \frac{\partial \theta}{\partial z} \text{DCRB}(xz) + 2 \frac{\partial \theta}{\partial y} \frac{\partial \theta}{\partial z} \text{DCRB}(yz),
\]

(41)

2) One target case: Let us next consider a scenario with one target. The parameter vector is \( \xi = [x, y, z, \sigma_x^2, \sigma_y^2, \sigma_z^2]^T \in \mathbb{R}^{5 \times 1} \), and, consequently, the unconditional CRB equation in (38) is then reduced to

\[
\text{SCRB}(\xi)_{1:3,1:3} = \frac{\sigma^2}{2 \lambda_{1:3} \lambda_{1:3}} \left[ \Re \{ \Pi^H R^{-1} \Pi^H \Pi P \} \right]^{-1},
\]

(43)

where \( c = (a \circ b), P = \begin{bmatrix} \frac{\partial c}{\partial x} & \frac{\partial c}{\partial y} & \frac{\partial c}{\partial z} \end{bmatrix} \), and \( \Pi = I_{MT \times MT} - \frac{1}{\lambda_{MT}} cc^H \). An inverse of the covariance matrix \( R \) is given by

\[
R^{-1} = \left( \sigma^2 cc^H + \sigma^2 I_{MT \times MT} \right)^{-1}
\]

\[
= \frac{1}{\sigma^2} \left( I_{MT \times MT} - U_{\text{SNR}} \frac{cc^H}{1 + U_{\text{SNR}} \lambda_{MT} \lambda_{MT}} \right).
\]

(44)

(45)

The SCRB for Cartesian coordinates of the targets is equal to the diagonal elements of the \( |\text{SCRB}(\xi)|_{1:3,1:3} \).

C. Change of variables

In the previous sections, the CRB has been derived with respect to the Cartesian coordinates of targets since they provide more convenient and straightforward expressions for the path differences and allow us to shift the origin of the system of coordinates without extra calculations. But there might be an interest to investigate the CRB regarding such physical parameters of the system as the range and the direction-of-arrival (DoA)/direction-of-departure (DoD). The lower bound on the variance, defined for the distance and the angles, is more informative and specific. Thus, it could be used, for instance, to analyse the estimation performance separately for ranges and angles.

In this section, we perform a transformation of the CRB corresponding to the Cartesian coordinates to the spherical coordinates of the targets, using the following change of variables formula [21]

\[
\text{CRB}(\kappa) = \frac{\partial g(\xi)}{\partial \xi} \text{CRB}(\xi) \left[ \frac{\partial g(\xi)}{\partial \xi} \right]^T,
\]

(46)

where CRB(\xi) is the CRB matrix corresponding the Cartesian coordinate system, and CRB(\kappa) is a CRB defined with respect to the new parameter vector in spherical coordinates:

\[
\kappa = g(\xi) = [\rho_1, \phi_1, \theta_1, \cdots, \rho_H, \phi_H, \theta_H, \text{vec}(\psi), \text{vec}(\alpha), \sigma^2]^T \in \mathbb{R}^{P \times 1},
\]

(47)

where \( \rho_h = \sqrt{x_h^2 + y_h^2 + z_h^2}, \phi_h = \arctan \frac{y_h}{x_h}, \) and \( \theta_h = \arcsin \frac{z_h}{\sqrt{x_h^2 + y_h^2 + z_h^2}} \). Accordingly, the Jacobian matrix is defined as:

\[
\frac{\partial g(\xi)}{\partial \xi} = \text{bdiag}(G_1, \cdots, G_H, I_{2NH+1}) \in \mathbb{R}^{P \times P},
\]

(48)

where \( G_1, \ldots, G_H \) are the \((3 \times 3)\) matrices containing the gradients of a vector of spherical targets coordinates, defined via \( x, y, \) and \( z \), with respect to the corresponding Cartesian coordinates of the targets. Since the last block of \( \frac{\partial g(\xi)}{\partial \xi} \) is just an identity matrix, it can be dropped.

To calculate the CRB with respect to the new parameter vector \( \kappa \) in (47), we use the same equation (46) for both conditional and unconditional CRBs. In the first case, CRB(\xi) is replaced by \([\text{DCRB}(\xi)]_{1:3H,1:3H}\), and by \([\text{SCR}(\xi)]_{1:3H,1:3H}\) in the unconditional system case. Then the CRBs for the range, azimuth, and elevation parameters of the targets are equal to the elements on the main diagonal of the CRB(\kappa).
Conditional model, one target scenario: For a system with one target, the new parameter vector in spherical coordinates is defined as

$$\mathbf{\kappa} = g(\mathbf{\xi}) = [\rho, \phi, \theta, \psi, \mathbf{\alpha}^T, \sigma^2]^T \in \mathbb{R}^{(2N+4)\times 1}. \quad (49)$$

To perform the conversion between the CRB($\mathbf{\xi}$) and CRB($\mathbf{\kappa}$) we use the change of variables formula (46). Since the difference between the two parameter vectors is only in the first three elements, the Jacobian matrix is given by

$$\frac{\partial g(\mathbf{\xi})}{\partial \mathbf{\xi}} = \text{bdiag}(\mathbf{G}, I_{2N+1}) \in \mathbb{R}^{(2N+4)\times(2N+4)}, \quad (50)$$

where

$$\mathbf{G} = \begin{bmatrix}
\frac{\partial \rho}{\partial \mathbf{\xi}} & \frac{\partial \rho}{\partial \mathbf{\xi}} & \frac{\partial \rho}{\partial \mathbf{\xi}} \\
\frac{\partial \phi}{\partial \mathbf{\xi}} & \frac{\partial \phi}{\partial \mathbf{\xi}} & \frac{\partial \phi}{\partial \mathbf{\xi}} \\
\frac{\partial \theta}{\partial \mathbf{\xi}} & \frac{\partial \theta}{\partial \mathbf{\xi}} & \frac{\partial \theta}{\partial \mathbf{\xi}} \\
\frac{\partial \psi}{\partial \mathbf{\xi}} & \frac{\partial \psi}{\partial \mathbf{\xi}} & \frac{\partial \psi}{\partial \mathbf{\xi}} \\
\frac{\partial \mathbf{\alpha}}{\partial \mathbf{\xi}} & \frac{\partial \mathbf{\alpha}}{\partial \mathbf{\xi}} & \frac{\partial \mathbf{\alpha}}{\partial \mathbf{\xi}} \\
\frac{\partial \sigma^2}{\partial \mathbf{\xi}} & \frac{\partial \sigma^2}{\partial \mathbf{\xi}} & \frac{\partial \sigma^2}{\partial \mathbf{\xi}}
\end{bmatrix}. \quad (51)$$

We refer the reader to Appendix C for the explicit expression of each element in $\mathbf{G}$.

The upper left (3 x 3) block of the matrix CRB($\mathbf{\xi}$) is equal to

$$\begin{bmatrix}
\text{DCRB}(x) & \text{DCRB}(xy) & \text{DCRB}(xz) \\
\text{DCRB}(xy) & \text{DCRB}(y) & \text{DCRB}(yz) \\
\text{DCRB}(xz) & \text{DCRB}(yz) & \text{DCRB}(z)
\end{bmatrix}, \quad (52)$$

in which the elements of the main diagonal are presented in (25), (26), and (27), and the off-diagonal elements are calculated in a similar way (see (83), (84), and (85) in Appendix C). The non-matrix expressions of the conditional CRB for the range, azimuth, and elevation are defined in (39), (40), and (41) on the top of the previous page.

D. Resolution limit for two closely-spaced targets

In this section, we investigate the minimum distance which is required to resolve two closely spaced targets. To determine the resolution limit we use the criterion proposed in [34], where the minimum resolvability distance $d_{\text{NF}}$ is defined as the distance between two sources which is equal to the (minimum) standard deviation of the source separation or $\sqrt{\text{CRB}(d_{\text{NF}})}$. In other words, two targets are properly resolved if

$$\sqrt{\text{CRB}(d_{\text{NF}})} \leq d_{\text{NF}}, \quad (53)$$

To find $\sqrt{\text{CRB}(d_{\text{NF}})}$, we extend the approach used in [33] to the 3-D bistatic MIMO radar system. In a 3-D space, the distance between two targets is defined as

$$d_{\text{NF}} = \sqrt{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2}, \quad (54)$$

where $x_1, x_2, y_1, y_2, z_1,$ and $z_2$ are the Cartesian coordinates of two targets with respect to the transmit or the receive array. Thus, the new unknown physical parameter vector is

$$j(\mathbf{\xi}) = [d_{\text{NF}}, y_1, z_1, x_2, y_2, z_2, \psi_1^T, \psi_2^T, \mathbf{\alpha}_1^T, \mathbf{\alpha}_2^T, \sigma^2]^T \quad (55)$$

for the conditional case, and

$$j(\mathbf{\xi}) = [d_{\text{NF}}, y_1, z_1, x_2, y_2, z_2, \beta, \sigma^2]^T \quad (56)$$

where $\beta$ is a $(\frac{1+H^2}{2}) \times 1$ vector made from $\{R_{d,i} | j > i\}$ for $j > i$, for the the unconditional case. We obtain CRB($d_{\text{NF}}$) by change of variables in the same manner as in (46)

$$\text{CRB}(d_{\text{NF}}) = \begin{bmatrix}
\frac{\partial j(\mathbf{\xi})}{\partial \mathbf{\xi}} \text{CRB}(\mathbf{\xi}) \left[\frac{\partial j(\mathbf{\xi})}{\partial \mathbf{\xi}}\right]^T
\end{bmatrix}_{1,1} \quad (57)$$

One can see from (43) that $\text{CRB}(\mathbf{\xi}) = \text{CRB}(\mathbf{\xi})_{\mathbf{\xi}}$ does not depend on $\sigma^2$. Therefore, using this definition of CRB($\mathbf{\xi}$) from [33] we can rewrite (57) as follows

$$\text{CRB}(d_{\text{NF}}) = \begin{bmatrix}
\frac{\partial j(\mathbf{\xi})}{\partial \mathbf{\xi}} \text{CRB}(\mathbf{\xi}) \left[\frac{\partial j(\mathbf{\xi})}{\partial \mathbf{\xi}}\right]^T
\end{bmatrix}_{1,1}. \quad (58)$$

Assuming ZMCSGC noise, we define the SNR as

$$\text{SNR} = \frac{P_s}{\sigma^2}, \quad (59)$$

where $P_s$ is the signal power. To properly resolve two targets the following equation holds [33]

$$\sigma^2 \text{CRB}(d_{\text{NF}}) \leq d_{\text{NF}}^2. \quad (60)$$

Therefore, from (59) and (60) we obtain

$$\text{SNR}_{\text{min}} = \frac{P_s \text{CRB}(d_{\text{NF}})}{(x_1 - x_2)^2 + (y_1 - y_2)^2 + (z_1 - z_2)^2}. \quad (61)$$

Fig. 2 shows the minimum SNR required to resolve two closely spaced near-field targets with parameters $\rho_1 = \rho_2 = 5\lambda, \phi_1 = \phi_2 = 33^\circ, \theta_1 = 39,$ and $\theta_2 = [39.01^\circ, \ldots, 42^\circ]$, where the resulting $d_{\text{NF}}$ is calculated according to (54).

IV. SIMULATION RESULTS

In the simulations, we consider a 3-D bistatic MIMO radar system with two URAs. Each array has $M_{T,x} = M_{R,x} = 4$ antennas along the $x$-axes and $M_{T,y} = M_{R,y} = 4$ antennas along the $y$-axes, so there are $M_T = M_R = 16$ antennas in the transmit and in the receive arrays. The reference receive antenna has the coordinates $x_R = 4\lambda, y_R = z_R = 0$ with respect to the transmit reference antenna, i.e., both antenna arrays are located in the $x$-$y$-plane as depicted in Figure 1.

![Figure 2: SNR_{\text{min}} vs. the distance between two targets.](image-url)
The inter-element spacing is set to $d_T = d_R = \lambda/2$, where $\lambda = 1.5$ cm, and all the distances and errors in the simulation are normalized with respect to $\lambda$. We compute the CRBs separately for the transmit and receive side estimates. The matrix of the target reflection coefficients $D$ is generated as a ZMCSG process with variance $\sigma_z^2 = 1$ and varies from realization to realization in case of the unconditional model. In case of the conditional model, $D$ is fixed for all realizations. Moreover, we introduce a correlation in the snapshot domain of the matrix $D$ by employing the correlation matrix in which all off-diagonal elements are set to $\rho = 0.8$.

(a) Estimation algorithms: In the first simulation, we compare the different target parameter estimation methods with the CRB. We change the SNR, which is defined as $1/\sigma^2$ and calculate the CRB for each parameter of the target. The number of snapshots is set to $N = 100$. We consider a difficult scenario with three closely spaced targets. The coordinates are depicted in Table I. The performance of the algorithms is evaluated in terms of the root mean square error (RMSE) in the following way:

$$
\text{RMSE} = \sqrt{\frac{1}{T} \sum_{k=1}^{K} \sum_{h=1}^{H} I_{k,h} \cdot (a_h - \hat{a}_{k,h})^2},
$$

$$
T = \sum_{k=1}^{K} \sum_{h=1}^{H} I_{k,h}
$$

where $a_h \in \{\rho_T,h,\phi_T,h,\theta_T,h,\rho_R,h,\phi_R,h,\theta_R,h\}$, and $\hat{a}_{k,h}$ is an estimate of $a_h$ in the $k$-th trial. We additionally apply the modulo-$2\pi$ operator [36], [37] to the angle estimates to compute the circular error between the true and the estimated parameter. The quantity $I_{k,h}$ denotes the indicator that the
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reliability test, applied to the angle estimates, has been passed, and \( T \) denotes the total number of cases, where the reliability test has not failed. The reliability test is applied in the parameter extraction part of the algorithms; if the argument of \( \cos^{-1} \) is smaller than 1, the reliability test has been passed and \( 1_{k,h} = 1 \). We set \( 1_{k,h} = 0 \) otherwise. For more details, we refer the reader to [8].

Table I: Target parameters for the simulations in Figure 3.

<table>
<thead>
<tr>
<th>( \Theta )</th>
<th>( \rho_T )</th>
<th>( \phi_T )</th>
<th>( \theta_T )</th>
<th>( \rho_R )</th>
<th>( \phi_R )</th>
<th>( \theta_R )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( ^1 )</td>
<td>4.46( \lambda )</td>
<td>33.69( ^\circ )</td>
<td>39.76( ^\circ )</td>
<td>3.61( \lambda )</td>
<td>121.18( ^\circ )</td>
<td>52.07( ^\circ )</td>
</tr>
<tr>
<td>( ^2 )</td>
<td>4.8( \lambda )</td>
<td>33.69( ^\circ )</td>
<td>41.25( ^\circ )</td>
<td>3.87( \lambda )</td>
<td>116.57( ^\circ )</td>
<td>54.74( ^\circ )</td>
</tr>
<tr>
<td>( ^3 )</td>
<td>4.84( \lambda )</td>
<td>31.1( ^\circ )</td>
<td>40.58( ^\circ )</td>
<td>3.78( \lambda )</td>
<td>114.1( ^\circ )</td>
<td>56.55( ^\circ )</td>
</tr>
</tbody>
</table>

The simulation results for all three targets are depicted in Figure 3. The red curves show the performance of the SECSI [44] based TEnFiL algorithm [8], the blue curves show the performance of the estimation algorithm proposed in [6] (denoted as "Matrix approach"), and the green curves depict the performance of the TeNFiL method that uses the ALS-based COMFAC algorithm [45] to compute the approximate CP decomposition of the received signal \( \mathbf{Y} \). The dotted lines denote half of the smallest separation distance \( \frac{d}{2} \) between the targets, where \( d_s \) is calculated as \( d_s = \min\{a_i - a_j\} \), and \( a_h \) is one of the parameters from \( \{\rho_T, \phi_T, \theta_T, \rho_R, \phi_R, \theta_R\}, i, j \in 1 \ldots H, \) and \( i \neq j \). An error below that line indicates that two targets are properly resolved. We compare the errors, defined as in (62), with \( \sqrt{\text{CRB}(a_h)} \). As it can be observed from Figure 3, the TEnFiL algorithm significantly outperforms the matrix approach from [6] and is close to the CRB for sufficiently high SNRs.

In the chosen scenario, the SECSI and ALS based COMFAC algorithms for the estimation of the steering matrices show a similar performance at low SNRs, but the second algorithm is computationally less efficient due to the iterative nature and its

Figure 4: CRB vs. SNR (a), Range (b), Separation distance (c), and Snapshots (d).
execution time varies depending on the SNR. We can observe that the TeNFiL performance is closer to the CRB, which is explained by the fact that the targets in the scenario are closely spaced, and in such a challenging scenario, tensor approach shows a better performance. The TeNFiL performance approaches the CRB for the elevation (Figures 3c, 3f, and 3i) due to the bigger resolution between the targets in terms of the elevation angles.

In the second simulation, we evaluate the behavior of the Conditional and Unconditional CRB by varying the parameters of the system such as SNR, range, distances between targets, and the number of snapshots.

b) SNR: Figure 4a shows the conditional (dashed lines) and unconditional (solid lines) CRBs for the range, azimuth, and elevation estimates of the first target obtained from the transmit side. The target coordinates are depicted in Table I. The figure shows that the conditional CRB is smaller than the unconditional CRB. The bigger error for the azimuth angels is explained by their smaller separation distance. The dotted lines denote the half of the smallest separation distance between the targets. The two targets are properly resolved if the estimation error value is below that line. We can observe that in case of the deterministic model, SNR = −10 dB is enough to resolve the two closely spaced targets. The unconditional model requires higher values of the SNR in the same scenario.

c) Range: In this simulation, we evaluate the estimation performance as a function of the range of the 1st target. We consider a scenario with two targets, where the position of the second target is fixed, while the first target is moving. The distance between the first target and the transmit array is changing from 0.3λ to 300λ, and the azimuth and elevation angles are fixed. The simulation results are depicted in Figure 4b. The target parameters are provided in Table II. The SNR is set to SNR = 30 dB. Figure 4b demonstrates the performance of the conditional and the unconditional CRB for the first target, and the parameters of the second target are constant. The red curves represent the CRB for the range, while the blue and green curves show the lower bounds for the azimuth and elevation, respectively. With the increasing distance, the error for the range is also increasing, whereas the CRB for the azimuth and elevation angles stays constant. The difference between the conditional and unconditional CRB becomes more significant with increasing range. These results provide a criterion to define the near-field region.

d) Separation distance: For the next simulation, we change the Euclidean distance between the targets in order to assess the minimum distance, which is required for targets to be properly resolved for a given SNR. The second target position is fixed, and the y coordinate of the 1st target changes: it moves away from the second target along the y-axis, such that both targets stay in the middle between the two arrays. In contrast with the previous simulation, all three spherical parameters (range, azimuth, and elevation) change. The coordinates are depicted in Table III. The SNR is fixed and equal to SNR = 30 dB. The simulation results are shown in Figure 4c. This figure depicts the errors, calculated at the transmit side for the first target. For the receive side, the results are similar due to the symmetry of the scenario.

e) Number of snapshots: In this simulation, we investigate the dependence of the CRB on the number of snapshots. The target parameters are depicted in Table I, and the simulation results for the transmit side estimates in spherical coordinates are depicted in Figure 4d. The CRB gets smaller with an increasing number of snapshots since more information about the targets can be extracted when more samples are taken into account.

V. CONCLUSIONS

In this paper, the conditional and unconditional Cramér-Rao bounds have been derived for near-field bistatic MIMO radar systems. For the one target case, we provide the analytical inversion of the Fisher Information Matrix and, consequently, the non-matrix closed-form expressions of the CRB corresponding to Cartesian coordinates of the target locations. Additionally, the lower bounds for the target location parameters, defined in a spherical coordinate system, are obtained by the change of variables method. We have employed the derived CRBs to evaluate the performance of state-of-the-art target parameter estimation methods. Moreover, the CRB is used to analyse the minimum distance, which is required to properly resolve two closely spaced targets, and the impact of the target position on the estimation accuracy is investigated. Simulation results have shown that with an increasing antenna-to-target distance, the error in the range estimation also grows, whereas for the azimuth and elevation angles it stays constant.

APPENDIX A
DERIVATION OF THE ELEMENTS OF CFIM AND UFIM IN (19) AND (38)

In this appendix, we provide more details on the derivations of the conditional and unconditional FIMs in the multi-target case.

Conditional FIM.

The structure of the FIM in (19) follows the definition of the parameter vector in (18). Each element of the FIM in (19) is computed according to (17). The block of the FIM that corresponds to the target locations consists of the following 3 × 3 block matrices.
Taking into account the parameter vector $\xi = [p, \mathbf{\beta}, \sigma^2]^T \in \mathbb{R}^{(1+H)^2+1}$, where $\mathbf{\beta}$ is a $1 \times (H+1)^2$ vector made from $\{R_d[i,i]\}$ and $\{\{R_d[i,j]\}\}$ for $j > i$, the covariance matrix in (69), and following the derivations in [46], we get

$$H = 1_{3 \times 3} \otimes (R_d C^H R_{\ast}^{-1} C R_d),$$

(71)

where

$$P = \begin{bmatrix} \frac{\partial C}{\partial x_1} & \frac{\partial C}{\partial y_1} & \cdots & \frac{\partial C}{\partial x_H} & \frac{\partial C}{\partial y_H} & \cdots & \frac{\partial C}{\partial x_{M_H}} & \frac{\partial C}{\partial y_{M_H}} \end{bmatrix} \in \mathbb{C}^{M_T M_R \times 3H},$$

(72)

and $\mathbf{\Pi} = I_{M_T M_R} - C(C^H C)^{-1} C^H$, $C = A \otimes B$, and $R_d$ is the signal covariance matrix.

**APPENDIX B**

**DERIVATION OF THE ELEMENTS OF Q IN (23)**

In the following, we present the main steps which lead to the obtained closed-form CRB equations for a special case of one target, i.e., $H = 1$. The signal mean $\mathbf{\mu}$ is defined as

$$\mathbf{\mu} = d \otimes b \otimes A \in \mathbb{C}^{M_T M_R N \times 1},$$

(73)

where $a_m = e^{-j \theta_m}$, $m = 1, \ldots, M_T$, $b_n = e^{-j \delta_n}$, $n = 1, \ldots, M_R$, $d_k = \alpha(k) e^{j \psi(k)}$, $k = 1, \ldots, N$. Based on the general formula of the FIM, we derive $f_{(p)(p)}$, where $(p)$ corresponds to the target location parameter $x, y,$ or $z$, as follows

$$f_{(p)(p)} = \frac{2}{\sigma^2} \mathbb{R} \left\{ \frac{\partial \mathbf{\mu}^H}{\partial (p)} \frac{\partial \mathbf{\mu}}{\partial (p)} \right\}$$

$$= \frac{2}{\sigma^2} \mathbb{R} \left\{ \sum_{k=1}^{N} \sum_{m=1}^{M_T} \sum_{n=1}^{M_R} \left( \frac{\partial a_m^*}{\partial (p)} b_n^* + \frac{\partial b_n^*}{\partial (p)} a_m^* \right) \cdot \left( \frac{\partial a_m}{\partial (p)} b_n + \frac{\partial b_n}{\partial (p)} a_m \right) \right\}.$$  

(74)

Substituting $a_m, b_n,$ and $d_k$ according to (4), (5), and (3), and taking into account that $\frac{\partial (e^{-j \theta})}{\partial (p)} = -j e^{-j \theta}$, we get

$$f_{(p)(p)} = \frac{2}{\sigma^2} \mathbb{R} \left\{ \sum_{k=1}^{N} \sum_{m=1}^{M_T} \sum_{n=1}^{M_R} \left( \frac{\partial \delta_m^T}{\partial (p)} + \frac{\partial \delta_n}{\partial (p)} \right)^2 \frac{\partial \mu}{\partial (p)} \right\}$$

$$= \frac{2}{\sigma^2} \mathbb{R} \left\{ \sum_{k=1}^{N} \sum_{m=1}^{M_T} \sum_{n=1}^{M_R} \left( \frac{\partial \delta_m^T}{\partial (p)} + \frac{\partial \delta_n}{\partial (p)} \right)^2 \frac{\partial \mu}{\partial (p)} \right\}.$$  

(75)

$$f_{xy} = f_{yx} = \frac{2}{\sigma^2} \mathbb{R} \left\{ \frac{\partial \mathbf{\mu}}{\partial x} \frac{\partial \mathbf{\mu}}{\partial y} \right\}$$

$$= \frac{2}{\sigma^2} \mathbb{R} \left\{ \sum_{k=1}^{N} \sum_{m=1}^{M_T} \sum_{n=1}^{M_R} \left( \frac{\partial a_m^*}{\partial (p)} b_n + \frac{\partial b_n}{\partial (p)} a_m \right) \cdot \left( \frac{\partial a_m}{\partial (p)} b_n^* + \frac{\partial b_n^*}{\partial (p)} a_m^* \right) \right\}.$$  

(76)
The other cross terms, $f_{xz}$, $f_{zx}$, $f_{yz}$, and $f_{zy}$ are computed in a similar way as $f_{xy}$. The remaining terms are as follows:

$$f_{\psi_k(p)} = f_{(p)\psi_k} = \frac{2}{\sigma^2} \Re \left\{ \frac{d \psi_k}{d \psi_k} \sum_{m=1}^{M} \sum_{n=1}^{N} a_m^* b_n^* \left( \frac{\partial a_m}{\partial (p)} b_n + \frac{\partial b_n}{\partial (p)} a_m \right) \right\} ,$$

\[ \forall k = 1 \ldots N, \tag{77} \]

$$f_{\psi(p)} = f_{(p)\psi} = -\frac{2}{\sigma^2} \sum_{m=1}^{M} \sum_{n=1}^{N} \left( \frac{\partial \psi_{m}^{(T)}}{\partial (p)} + \frac{\partial \psi_{n}^{(R)}}{\partial (p)} \right) (\alpha \otimes \alpha),$$

\[ \text{where} \quad F_{\psi_{k}^T\psi_{j}} = 0, \forall i \neq j, \tag{80} \]

$$F_{\psi\psi} = \frac{2M_{T}M_{R}}{\sigma^2} \Re \left( \frac{d k}{d \psi_k} \sum_{m=1}^{M} \sum_{n=1}^{N} a_m^* b_n^* \right) ,$$

\[ \tag{81} \]

\section*{APPENDIX C}

\textbf{ANALYTICAL INVERSION OF $Q$ IN (23)}

For the blockwise inversion of $Q$ in (23), we divide $Q$ into the four blocks in the following way

$$Q^{-1} = \begin{bmatrix} f_{xx} & f_{xy} & f_{xz} & f_{x\psi} \\ f_{yx} & f_{yy} & f_{yz} & f_{y\psi} \\ f_{zx} & f_{zy} & f_{zz} & f_{z\psi} \\ f_{x\psi} & f_{y\psi} & f_{z\psi} & F_{\psi\psi} \end{bmatrix}^{-1} = \begin{bmatrix} A & B \\ C & F \end{bmatrix}^{-1} \begin{bmatrix} S^{-1} & -S^{-1}BF^{-1} \\ -F^{-1}CS^{-1} & F^{-1} + F^{-1}CS^{-1}BF^{-1} \end{bmatrix} ,$$

\[ \tag{82} \]

where $S = (A - BF^{-1}C)$ is the Schur complement of the matrix $F$. Using equations (32) and (33), we get

$$BF^{-1}C = \begin{bmatrix} f_{\psi_x} \\ f_{\psi_y} \\ f_{\psi_u} \end{bmatrix} \frac{1}{N \times N} \begin{bmatrix} f_{\psi_x} & f_{\psi_y} & f_{\psi_u} \end{bmatrix} = \frac{2}{M_{T}M_{R}\sigma^2} \begin{bmatrix} u_x \alpha^T & u_y \alpha^T & u_z \alpha^T \end{bmatrix} \left( \begin{bmatrix} 1 \\ \vdots \\ \frac{1}{\alpha} \end{bmatrix} \right) ,$$

\[ \text{where} \quad u = \left[ \begin{array}{c} u_x \\ u_y \\ u_z \end{array} \right] \quad \text{and} \quad \alpha = \alpha \otimes \alpha \in \mathbb{R}^{N \times 1}. \tag{78} \]

Using the definition of $A$ in (82), the inverse of $S$ can be written as

$$S^{-1} = \begin{bmatrix} f_{xx} - vu_{x}^2 & f_{xy} - vu_{x}u_{y} & f_{xz} - vu_{x}u_{z} \\ f_{yx} - vu_{y}u_{x} & f_{yy} - vu_{y}^2 & f_{yz} - vu_{y}u_{z} \\ f_{zx} - vu_{z}u_{x} & f_{zy} - vu_{z}u_{y} & f_{zz} - vu_{z}^2 \end{bmatrix}^{-1} ,$$

\[ \tag{86} \]

where $v = \frac{2\|\alpha\|^2}{M_{T}M_{R}\sigma^2}$. The matrix $S$ can be inverted as a $3 \times 3$ matrix

$$S^{-1} = \begin{bmatrix} a & b & c \\ d & e & f \\ g & h & i \end{bmatrix}^{-1} = \frac{1}{\det(S)} \begin{bmatrix} A & D & G \\ B & E & H \\ C & F & I \end{bmatrix} ,$$

\[ \tag{87} \]

and $A = (ei - fh)$, $B = -(di - fg)$, $C = (dh - eg)$, $D = -(bi - ch)$, $E = (ai - cg)$, $F = -(ah - bg)$, $G = (bf - ce)$, $H = -(af - cd)$, $I = (ae - bd)$. Moreover, the determinant of $S$ is given by

$$\det(S) = aei + bfg + cde - ceg - bdi - afh. \tag{88}$$

Using equations (86) and (87), $\det(S)$ in (88) can be rewritten as

$$\det(S) = \frac{2\|\alpha\|^2}{M_{T}M_{R}\sigma^2} f_{yz}^2u_{x}^2 - f_{yy}f_{zx}u_{x}u_{y} + 2f_{xz}f_{xy}u_{x}u_{y}$$

$$- 2f_{xz}f_{yz}u_{x}u_{z} - 2f_{xy}f_{yz}u_{x}u_{z} + 2f_{yy}f_{zx}u_{x}u_{z}$$

$$+ f_{xx}^2u_{y}^2 - f_{xx}f_{zz}u_{y}^2 - 2f_{xy}f_{xx}u_{x}u_{y}u_{z}$$

$$+ 2f_{xx}f_{yz}u_{x}u_{z} + f_{yy}^2u_{z}^2 - f_{xx}f_{yz}u_{y}u_{z}$$

$$- f_{zz}f_{xy}^2 + f_{yz}f_{xz}^2 - f_{yy}f_{xz}u_{y} - f_{xz}f_{yy}^2$$

$$+ f_{xx}f_{yy}^2f_{zz},$$

\[ \tag{89} \]

Using the definitions in (87), the CRBs for $x$, $y$, and $z$ are equal to the corresponding diagonal elements of the inverse of the Schur complement:

$$\text{DCRB}(x) = \frac{1}{\det(S)} A, \quad \text{DCRB}(y) = \frac{1}{\det(S)} E,$$

$$\text{DCRB}(z) = \frac{1}{\det(S)} I.$$
We also define the cross terms of the inverse of the Schur complement, since they are used in the derivations of the CRB corresponding to the spherical coordinates of the targets:

\[
\begin{align*}
\text{DCRB}(xy) &= \frac{1}{\det(S)} D, \\
\text{DCRB}(xz) &= \frac{1}{\det(S)} G, \\
\text{DCRB}(yz) &= \frac{1}{\det(S)} H.
\end{align*}
\]

The cross terms in (52) are given in equations (83), (84), and (85) on the top of this page, and the matrix \( G \) in (51) is given as

\[
\begin{bmatrix}
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z} \\
\frac{\partial}{\partial x} & \frac{\partial}{\partial y} & \frac{\partial}{\partial z}
\end{bmatrix}
\begin{bmatrix}
\frac{x}{\rho^2} \\
\frac{y}{\rho^2} \\
\frac{z}{\rho^2}
\end{bmatrix}
\begin{bmatrix}
\frac{x}{\rho^2} \\
\frac{y}{\rho^2} \\
\frac{z}{\rho^2}
\end{bmatrix} =
\begin{bmatrix}
x^2 + y^2 + z^2 & x & y & z \\
\frac{x}{\rho^2} & \frac{y}{\rho^2} & \frac{z}{\rho^2} \\
\frac{x}{\rho^2} & \frac{y}{\rho^2} & \frac{z}{\rho^2}
\end{bmatrix}
\begin{bmatrix}
x^2 + y^2 + z^2 \\
\frac{x}{\rho^2} \cdot \sqrt{x^2 + y^2 + z^2} \\
\frac{y}{\rho^2} \cdot \sqrt{x^2 + y^2 + z^2}
\end{bmatrix}
\]

where \( \rho = \sqrt{x^2 + y^2 + z^2} \).

\[\text{(90)}\]
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